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1. (10%)How does DMA increase system concurrency? How does it complicate the
hardware and system design?
2. (10%)What problems could occur if a system allowed a file system to be mounted
simultaneously at more than one location?
3. In the consumer-producer example program, a ring buffer queue is used to store the
produced item that will be take off by the consumer later.
There are two example program, the following one (figure 5.9, 5.10) uses semaphore to
implement it. (p240, Fig 6.10/6.11 8% edition)
3-a.(5%)What are the shared variables in figure 5.9, 5.10?
3-b.(5%)Why this program need to use semaphore primitive ?

int n;

semaphore mutex = 1;
semaphore empty
semaphore full = 0

Il
=]

do |
/* produce an item in next_produced */

wait (empty) ;
wait(mutex) ;

/* add next_produced to the buffer =/

signal (mutex) ;
signal (full);
} while (true);

Figure 5.9 The structure of the producer process.
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do {
wait(full);
wait(mutex);

/* remove an item from buffer to next_consumed #*/

signal (mutex) ;
signal (empty) ;

/* consume the item in next_consumed #/
} while (true);
Figure 5.10 The structure of the consumer process.

3-c. (5%)The following figure 3.13 and 3.14 are another example program. What are the
shared variables in these producer and consumer program?
3-d. (5%) In what conditions the program need NOT to use the lock synchronization

primitive to support the correct processing? (p118, fig 3.14/3.15 8™ edition)

#define BUFFER_SIZE 10
typaedef struct {

}i:ém;

item buffer [BUFFERSIZE] ;

int in = 0;
int out = 0;

while (true) {
/#* produce an item in next_produced =/

while ({((in + 1) % BUFFERSIZE) == out)
: /* do nothing =*/

buffer[in] = next_produced;
in = (in + 1) % BUFFERSIZE;

Figure 3.13 The producer process using sharad memory.
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item next_consumed;

while (true) {
while (in == out)
; /* do nothing =/

next_consumed = buffer[out];
out = (out + 1) % BUFFER_SIZE;

/* consume the item in next_consumed =/

Figure 3.14 The consumer process using shared memory.

3-e. (5%) If kernel monitor(R.C.A. Hoare Monitor) approach is adopted to support
producer and consumer program. Any processes that can not call consumer or
producer function in monitor simultaneously. That means the monitor restricts the
parallel processing of these two functions. What is your suggestion to support
multiprocessor parallel processing?

3-f. (5%). Prior to version 2.6, Linux was a nonpreemptive kernel. What is the approach

used in Linux 2.6 ?

4. (30%) Assume you have a system with a static priority CPU scheduler. Assume the
scheduler supports preemption. Describe what the program below prints in sequence,
where the priorities are set such that T2 has a high priority, T1 has the middle priority,
and TO has the low priority. Assume the system starts with only TO executing. Assume
the semaphore mutex is initialized to 1.

void TO () { void T1 () { void T2 () {
printf ( “TO-Start \n” ); printf ( “T1-Start \n” ); printf ( “T2-Start \n”);
StartThread (T1); P (mutex); P (mutex);
printf ( “TO-End \n” ); printf ( “T1-A\n” ); printf ( “T2-A\n" );
} StartThread (T2 ); V (mutex);
printf ( “T1-B\n” ); printf ( “T2-End \n” );
V (mutex); }
printf ( “T1-End \n” );
}
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5. (20%) Are the following statements about IP addresses true or false? Be sure to justify
your answer for false statements. For each statement, you will get 4 points for correct
answer, zero point for blank, or -2 point for incorrect answer.

(a) Domain Name Service (DNS) can be used to acquire IP addresses.

(b) Address Resolution Protocol (ARP) can be used to acquire IP addresses.

(c) Network Address Translation (NAT) is used to map MAC addresses to IP addresses.
(d) IP Multicasting is adopted in Dynamic Host Configuration Protocol (DHCP).

(e) IPv6 addresses are 128 bits long.



