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Abstract

This paper investigates the power mode management problem for an IEEE 802.11-based mobile ad
hoc network (MANET) that allows mobile hosts to tune to the power-saving (PS) mode. There are two
major issues that need to be addressed in this problem: (a) wakeup prediction and (b) neighbor discovery.
The former is to deliver buffered packets to a PS host at the right time when its radio is turned on. The
latter is to monitor the environment change under a mobile environment. One costly, and not scalable,
solution is to time-synchronize all hosts. Another possibility is to design asynchronous protocols as
proposed by Tseng et al. in [25]. In this paper, we adopt the latter approach and correlate this problem
to the quorum system concept. We identify a rotation closure property for quorum systems. It is shown
that any quorum system that satisfies this property can be translated to an asynchronous power-saving
protocol for MANETs. Thus, the result bridges the classical quorum system design problem in the area
of distributed systems to the power mode management problem in the area of mobile ad hoc networks.
We derive a lower bound for quorum sizes for any quorum system that satisfies the rotation closure
property. We identify a group of quorum systems that are optimal or near optimal in terms of quorum
sizes, which can be translated to efficient asynchronous power-saving protocols. We also propose a new
e-torus quorum system, which can be translated to an adaptive protocol that allows designers to trade
hosts’ neighbor sensibility for power efficiency. Simulation experiments are conducted to evaluate and
compare the proposed protocols.
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1 Introduction

The mobile ad hoc network (MANET) has attracted a lot of attention recently. A MANET consists of a set

of mobile hosts, and does not have the support of any base station. Hosts may communicate in a multi-hop

manner. Applications of MANETs include communications in battlefields, disaster rescue operations, and

outdoor activities.

Power saving is a critical issue for portable devices supported by batteries. Battery power is a limited

resource, and it is expected that battery technology is not likely to progress as fast as computing and

communication technologies do. Hence, how to save the energy consumption in a MANET, which is all

supported by batteries, has been intensively studied recently (e.g., power control is studied in [8, 9, 17, 26,

28], power-aware routing in [6, 18, 19, 24], and low-power mode management in [1, 2, 7, 10, 13, 20, 22, 23,

27, 29]).

This paper investigates the power mode management problem in an IEEE 802.11-based MANET, which

is characterized by multi-hop communication, unpredictable mobility, and no plug-in power. IEEE 802.11

[11] has defined its power-saving (PS) mode for single-hop (fully connected) MANETs based on periodical

transmissions of beacons. The protocol, when applied to a multi-hop MANET, may encounter several

problems, including costly clock synchronization and even incorrect network partitioning [25].

There are two major issues that need to be addressed in the power mode management problem in a

multi-hop MANET:

• Wakeup prediction: Since a host entering the PS mode will reduce its radio activity, other hosts

who intend to send packets to the PS host need to know when the host will turn its radio on so as

to correctly deliver packets to it at the right time.

• Neighbor discovery: Because hosts’ transmission/reception activities are reduced under the PS mode,

a host may take longer time, or may be even unable, to detect the arrival and departure of other

hosts in its radio covered range. Thus, hosts may become less sensitive to neighborhood change.

Neighbor discovery is essential for route discovery in a MANET. A host may incorrectly report that

another host is unreachable if the route to this host has to go through some PS hosts that are not

detectable by their neighbors on the path.

One possible solution to the above problems is to always time-synchronize all hosts. This approach is

adopted by IEEE 802.11 under the ad hoc mode. However, 802.11 only considers single-hop MANETs.

Time synchronization in a large-scale distributed environment is generally very costly. It is even infeasible

in a mobile environment since communication delays are typically long and, worse, the MANET may

be temporarily partitioned at any time, making time synchronization impossible. Another solution is to

develop asynchronous power-saving protocols. This is first investigated in [25], where three solutions are

proposed. Among them, the quorum-based protocol is probably the most interesting one. It has the merit
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of sending the fewest beacon signals (and is thus very energy-efficient). The central idea in the quorum-

based protocol can be related to the grid quorum system [15]. This leads to a more general question:

Can we apply other forms of quorum systems to this asynchronous power-saving problem? The result can

potentially bridge the important quorum system concept in traditional distributed systems to the area of

mobile computing, which may in turn generate more efficient asynchronous power-saving protocols. This

work does confirm such possibility.

In this paper, we correlate the asynchronous power-saving problem to the concept of quorum systems,

which are widely used in the design of distributed systems [3, 12, 14, 15]. A quorum system is a collection of

sets such that the intersection of any two sets is always non-empty. Not all quorum systems are applicable

to the power-saving problem. We identify a rotation closure property for quorum systems. It is shown that,

through our mechanism, any quorum system satisfying this property can be translated to an asynchronous

power-saving protocol for MANETs. We derive a lower bound for quorum sizes for any quorum system

satisfying the rotation closure property. We identify a group of quorum systems that are optimal or near

optimal in terms of quorum sizes (the grid quorum system [15], the torus quorum system [12], the cyclic

quorum system [14], and the finite projective plane quorum system [15]), which can be translated to

efficient asynchronous power-saving protocols. We also propose a new e-torus quorum system, which can

be translated to an adaptive protocol that allows designers to trade hosts’ neighbor sensibility for power

efficiency. A host can dynamically adjust its beacon rate according to its mobility. Simulation experiments

are conducted to evaluate and compare the proposed protocols in terms of the survival ratio, the route

establishment probability, and the power efficiency.

The rest of this paper is organized as follows. Preliminaries are given in Section 2. Section 3 introduces

the rotation closure property. Section 4 shows several quorum systems that satisfy this property. Section 5

presents our adaptive power-saving protocol. Simulation results are presented in Section 6. Conclusions

are drawn in Section 7.

2 Preliminaries

2.1 Power-Saving Modes in IEEE 802.11

IEEE 802.11 supports two power modes: active and power-saving (PS). Under the PS mode, a host can

reduce its radio activity by only monitoring some periodical signals (such as beacons) in the network.

Tuning a host to the PS mode can save a lot of energy. For example, Table 1 summarizes the power

consumption of ORiNOCO IEEE 802.11b PC Gold Card [21]. However, PS mode should be used cautiously

so that the network throughput and delay do not get hurt.

Under the ad hoc mode, IEEE 802.11 divides the time axis into equal-length beacon intervals, each

of which starts with an ATIM (Ad hoc Traffic Indication Map) window. The ATIM window is relatively

small compared to the beacon interval. PS hosts must remain active during the ATIM window so as to be
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Table 1: Power Consumption of the ORiNOCO IEEE 802.11b PC Gold Card (11 Mbps).
Mode PS (Doze) Transmit Receive Monitor
Power

Consumed 60mW 1400mW 950mW 805mW
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Figure 1: Transmission scenarios for PS hosts in a single-hop 802.11 MANET.

notified by those intending senders, and may go to doze in the rest of the beacon interval if no one intends

to send packets to it. It is assumed that the ad hoc network is fully connected, so time synchronization is

not an issue. In the beginning of a beacon interval, each mobile host will contend to send a beacon frame.

Any successful beacon serves the purpose of synchronizing mobile hosts’ clocks as well as inhibiting other

hosts from sending their beacons. To avoid collisions, each beacon is led by a random backoff between 0

and 2 × CWmin − 1 slots.

After the beacon, a host with buffered packets can send a direct ATIM frame to each of its intended

receivers in the PS mode. ATIMs are transmitted by contention in accordance with the DCF (Distributed

Coordination Function) access procedure. A receiver, on hearing the ATIM, should reply an ACK and

remain active. After the ATIM window, hosts having neither packets to send nor packets to receive can go

back to the PS mode to save energy. The buffered unicast packets are then sent based on the DCF access

procedure after the ATIM window. If the sender doesn’t receive an ACK, it should retry in the next ATIM

window. If a mobile host is unable to transmit its ATIM frame in the current ATIM window or has extra

buffered packets, it should retransmit ATIMs in the next ATIM window. To protect PS hosts, only RTS

(request to send), CTS (clear to send), ACK, Beacon, and ATIM frames can be transmitted during the

ATIM window. An example is illustrated in Fig. 1.

4



 

Active Period 
Active Period 

Beacon window MTIM window 

Monitor mode PS mode (if desired) 

Quorum interval Non-quorum interval 

Figure 2: Structures of quorum intervals and non-quorum intervals.

2.2 Review: A Quorum-Based PS Protocol

IEEE 802.11 only considers single-hop MANETs. For multi-hop MANETs, the following two issues have

to be addressed: wakeup prediction and neighbor discovery. In [25], three solutions are proposed to solve

these problems: the dominating-awake-interval, the periodically-fully-awake-interval, and the quorum-

based protocols. Among them, the quorum-based one has the merit of sending the fewest beacon signals.

Below, we briefly review the quorum-based protocol proposed in [25]. Still, the time axis is divided evenly

into beacon intervals. Hosts can be arbitrarily asynchronous in their clocks. Beacon intervals are classified

into two types (refer to Fig. 2):

• Quorum interval: It starts with a beacon window followed by a MTIM window. After the MTIM

window, the host remains active (in monitor mode) for the rest of the beacon interval.

• Non-quorum interval: It starts with a MTIM window. After the MTIM window, the host may go to

the PS mode if it has no packets to send or receive.

Similar to IEEE 802.11, the beacon window is for hosts to compete sending their beacons. The MTIM

window is similar to the ATIM window — a host with buffered packets can compete to send notifications

to intended receivers in the PS mode to wake them up. It is named so to reflect that it is used for multi-hop

ad hoc networks. We assume that beacon windows are not longer than MTIM windows (the assumption

is practical considering these two window’s functionality; the assumption will also be used in our later

proofs). With these definitions, we say that a PS host is active when it is currently in a beacon window, a

MTIM window, or in a quorum interval.

In [25], it is proposed that each host divides its beacon intervals into groups such that each group

consists of n consecutive intervals. Each group is organized as an
√

n×√
n array in a row-major manner.

The host then picks intervals along an arbitrary row and an arbitrary column from the array as quorum

intervals, and the remaining intervals as non-quorum intervals. Thus, there are 2
√

n− 1 quorum intervals.

It is shown that no matter how asynchronous hosts’ clocks are, a PS host always has two or more beacon

windows that are fully covered by another PS host’s active period in every n consecutive beacon intervals.

Intuitively, this implies that two hosts can discover each other at least twice in every n consecutive beacon
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Figure 3: Arrangement of quorum intervals based on the grid quorum system in [25].

intervals, if their beacon frames do not encounter collisions during transmission1. Thus, the neighbor

discovery problem is resolved. Further, by carrying clock information in beacon frames, the wake-up

prediction problem is also solved.

Fig. 3 shows an example with n = 16. Host A picks intervals along the first row and the second column

as its beacon intervals. Host B, which does not coordinate with A, picks the third row and the third

column. In the middle, we show the case where A’s and B’s clocks are perfectly synchronized, in which

case intervals 2 and 9 of A and B are fully covered by each other. On the bottom, we show the case where

A and B are asynchronous in clocks. The beacon windows of intervals 0 and 13 of A are fully covered by

the duration when B is active. On the contrary, the beacon windows of intervals 2 and 8 of B are fully

covered by the duration when A is active.

2.3 Problem Statement

The arrangement of quorum intervals in [25] is in fact based on the grid quorum system [15]. This leads

to the following interesting question: Can one simply take any quorum system, which is a collection of

pairwise non-disjoint sets, and apply it to solve the asynchronous power-saving problem in MANET? The

answer is negative, due to the following counterexample: Let’s number each host’s beacon intervals by 0, 1,

and 2 repeatedly, and let {{0}} be the quorum system. Hence, each host will pick interval 0 as its quorum

interval. It is evident that two hosts whose clocks drift by 1 or 2 beacon intervals will never be able to

hear each other’s beacons. Now, an even more interesting question arises: What kind of quorum systems

is applicable to solve the asynchronous power-saving problem in MANETs?

The quorum-based power-saving (QPS) problem is formally defined as follows. We are given a universal

set U = {0, ..., n − 1}, n ≥ 2, which represents a set of consecutive beacon intervals of mobile hosts. The

goal is to determine under U a quorum system Q, which is a collection of pairwise non-disjoint subsets of
1Collision is inevitable in any kind of contention-based MAC protocols.
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U , each called a quorum, such that each mobile host has freedom to pick any quorum G ∈ Q to contain all

its quorum intervals (the beacon intervals not in G are thus non-quorum intervals). The quorum system Q
has to guarantee that for any two arbitrarily time-asynchronous hosts A and B, host A’s beacon windows

are fully covered by host B’s active durations at least once in every n consecutive beacon intervals, and

vice versa.

3 Quorum Systems for the QPS Problem

Definition 1 Given a universal set U = {0, ..., n − 1}, a quorum system Q under U is a collection of

non-empty subsets of U , each called a quorum, which satisfies the intersection property:

∀G,H ∈ Q : G ∩ H �= ∅.

For example, Q = {{0, 1}, {0, 2}, {1, 2}} is a quorum system under U = {0, 1, 2}.

Definition 2 Given a non-negative integer i and a quorum H in a quorum system Q under U = {0, ..., n−
1}, we define rotate(H, i) = {(j + i) mod n|j ∈ H}.

Definition 3 A quorum system Q under U = {0, ..., n − 1} is said to have the rotation closure property if

∀G,H ∈ Q, i ∈ {0, ..., n − 1} : G ∩ rotate(H, i) �= ∅.

For instance, the quorum system Q = {{0, 1}, {0, 2}, {1, 2}} under {0, 1, 2} has the rotation closure

property. However, the quorum system Q′ = {{0, 1}, {0, 2}, {0, 3}, {1, 2, 3}} under {0, 1, 2, 3} has no rota-

tion closure property because {0, 1} ∩ rotate({0, 3}, 3) = ∅.
Throughout the rest of this paper, we will assume that beacon windows are not longer than MTIM

windows. The following theorem connects quorum systems to the QPS problem.

Theorem 1 If Q is a quorum system satisfying the rotation closure property, Q is a solution to the QPS

problem.

Proof. Let A and B be two asynchronous PS hosts in a MANET which choose G and H ∈ Q to represent

their quorum intervals, respectively. Without loss of generality, let A’s clock lead B’s clock by k×BI +
t,

where BI is the length of one beacon interval, k < n is a non-negative integer, and 0 ≤ 
t < BI. This

is illustrated in Fig. 4. First, we show that B’s beacon window is fully covered by A’s active durations at

least once every n beacon intervals. The pattern H of B is in fact rotate(H, k) from A’s point of view,

with an extra delay of 
t. Note that in the following discussion, time always refers to A’s clock. By the

rotation closure property of Q, G∩ rotate(H, k) �= ∅. Let e be any element in G∩ rotate(H, k) and let s be

the starting time of A’s interval e. Also, let BW and MW be the lengths of one beacon window and one

MTIM window, respectively. Taking into account the next interval e + 1, we know that A is active from s
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Figure 4: Timing drift of clocks of two asynchronous hosts.

to s + BI + MW . Since B’s beacon window falls in the range [s + 
t, s + 
t + BW ] and BW ≤ MW , it

is easy to see that for any value of 
t, [s +
t, s +
t + BW ] ⊆ [s, s + BI + MW ]. So this part is proved.

Next, we show the reverse direction that A’s beacon window is fully covered by B’s active durations

at least once every n beacon intervals. We first observe that if 0 < 
t < BI, the pattern G of A is

rotate(G,n−k−1) from B’s point of view, with an extra delay of BI −
t (note that 0 < BI −
t < BI).

We also observe that if 
t = 0, the pattern G is rotate(G,n−k) with 0 delay from B’s point of view. Thus,

a proof similar to that in the last paragraph can be applied to prove the reverse direction by exchanging

A and B and substituting 
t with BI −
t. �

We comment that the above proof requires the property that BW ≤ MW ; otherwise, the conclusion

of [s + 
t, s + 
t + BW ] ⊆ [s, s + BI + MW ] may not be true.

It is important to note that the number of quorum intervals reflects the power consumption of PS

hosts since quorum intervals are more energy-consuming (recall that a PS host needs to send a beacon and

remains active in each quorum interval). Given a fixed n, the cost can be measured by the sizes of quorums

in the quorum system. It is desirable that the quorum sizes are as small as possible. In the following

theorem, we derive a lower bound on quorum sizes for any quorum system satisfying the rotation closure

property. A quorum system is said to be optimal if the sizes of all its quorums meet the lower bound.

Theorem 2 Let Q be a quorum system under {0, ..., n − 1}. If Q satisfies the rotation closure property,

then any quorum in Q must have a cardinality ≥ √
n.

Proof. Let H = {h1, ..., hk} be any quorum in Q, where 0 < k < n. There are two cases.

Case 1) H �= rotate(H, i) for any i �= n (mod n): Since h1, h2, ..., hk are distinct elements, it is clear

that h1 + i, h2 + i, ..., hk + i (mod n) are also distinct for any i = 1..n − 1. So, |rotate(H, i)| = k. Let’s

call rotate(H, i), i = 1..n − 1, the rotating quorums of H. For each element hj ∈ H, it belongs to exactly

k − 1 rotating quorums of H, namely rotate(H, (hj − hj′) mod n) for every hj′ �= hj . By the rotation

closure property, H must contain at least one element from each of the n−1 rotating quorums of H. Since

each element appears in exactly k − 1 rotating quorums of H and there are k elements in H, we have

k(k − 1) ≥ n − 1, which implies k >
√

n. Thus, the theorem holds for case 1.
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Case 2) H = rotate(H, i) for some i �= n (mod n): Let d be the smallest integer such that H =

rotate(H, d). It is a simple result in number theory that n is a multiple of d. So it can be concluded that

H = rotate(H, d) = rotate(H, 2d) = rotate(H, 3d) = · · · = rotate(H,n − d). That is, when mapping the

quorum elements of H onto the time axis, H can be regarded as n/d equivalent segments, each of length

d. In fact, from H, we can define a smaller quorum

H ′ = {j mod d|j ∈ H}

under the universal set {0, . . . , d−1}. Intuitively, on the time axis, H can be considered as a concatenation

of n/d copies of H ′. Since H ∩rotate(H, i) �= ∅, we can conclude that H ′∩rotate(H ′, i) �= ∅ for any i under

modulo-d arithmetic. So {H ′} is also a quorum system satisfying the rotation closure property under the

universal set {0, . . . , d − 1}. We can apply the result in case 1 and infer that |H ′| ≥ √
d. It follows that

|H| = (n/d)|H ′| ≥ (n/d)
√

d >
√

n. �

4 Quorum Systems with the Rotation Closure Property

Although there are volumes of works devoted to quorum systems, none of them discusses the rotation

closure property to the best of our knowledge. In this section, we prove that the grid quorum system

[15], the torus quorum system [12], the cyclic quorum system [14], and the finite projective plane quorum

system [15] are all optimal or near optimal quorum systems (in terms of quorum sizes) satisfying the

rotation closure property.

4.1 The Grid Quorum System

The grid quorum system [15] arranges elements of the universal set U = {0, ..., n − 1} as a
√

n × √
n

array. A quorum can be any set containing a full column plus a full row of elements in the array. Thus,

each quorum has a near optimal size of 2
√

n − 1. As noted above, the work in [25] adopts the grid

quorum system. Below, we prove the rotation closure property for the grid quorum system. The theorem,

when accompanied with Theorem 1, can simplify the lengthy correctness proof of the work in [25], which

needs to deal with complicated timing relation between quorum and non-quorum intervals among different

asynchronous hosts.

Theorem 3 The grid quorum system satisfies the rotation closure property.

Proof. Let Q be a grid quorum system. Let H ∈ Q, which contains all elements on the column c of the

array, namely c, c +
√

n, ..., c + (
√

n − 1)
√

n, where 0 ≤ c < n (note that we number columns from 0 to
√

n − 1). Now observe that rotate(H, i) must contain all elements on

column (c + i) (mod
√

n). It follows that rotate(H, i) must have intersection with any quorum G ∈ Q
because G must contain a full row in the array. �
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Figure 5: Two quorums of the torus quorum system in a 3 × 6 torus.

4.2 The Torus Quorum System

Similar to the grid quorum system, the torus quorum system [12] also adopts an array structure. The

universal set is arranged as a t × w array, where tw = n. Following the concept of torus, the rightmost

column (resp., the bottom row) in the array are regarded as wrapping around back to the leftmost column

(resp., the top row). A quorum is formed by picking any column c, 0 ≤ c ≤ w − 1, plus w/2� elements,

each of which falls in any position of column c + i, i = 1..w/2�. Fig. 5 illustrates the construction of two

torus quorums G and H under U = {0, ..., 17} with t = 3 and w = 6. G is formed by picking the second

column plus three elements, each from one of the third, fourth, and fifth columns. H is formed by picking

the sixth column plus three elements, each from one of the first, second, and third columns. G and H

intersect at element 7.

As shown in [12], if we let t = w/2, the quorum size will be ≈ √
2tw =

√
2n, which is near optimal.

By equating n, the torus quorum size is about 1/
√

2 that of the grid quorum size. Below, we prove the

rotation closure property for the torus quorum system.

Theorem 4 The torus quorum system satisfies the rotation closure property.

Proof. Let Q be a torus quorum system formed by a t × w array and H ∈ Q be a quorum containing

column c. By definition, H also contains another w/2� elements, each from one of the w/2� succeeding

columns of column c. Clearly, rotate(H, i) still has the torus quorum structure for an arbitrary i. It follows

that for any G ∈ Q, G ∩ rotate(H, i) �= ∅. �

4.3 The Cyclic Quorum System

The cyclic quorum systems [14] are constructed from the difference sets as defined below.

Definition 4 A subset D = {d1, d2, ..., dk} of Zn is called a difference set under Zn if for every e �= 0 (mod

n) there exist elements di and dj ∈ D such that di − dj = e (mod n).

Definition 5 Given any difference set D = {d1, d2, ..., dk} under Zn, the cyclic quorum system defined by

D is Q = {G1, G2, ..., Gn}, where Gi = {d1 + i, d2 + i, ..., dk + i} (mod n), i = 0, ..., n − 1.

For example, D = {0, 1, 2, 4} ⊆ Z8 is a difference set under Z8 since each e = 1..7 can be generated

by taking the difference of two elements in D. Given D, Q = {G0 = {0, 1, 2, 4}, G1 = {1, 2, 3, 5}, G2 =
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{2, 3, 4, 6}, G3 = {3, 4, 5, 7}, G4 = {4, 5, 6, 0}, G5 = {5, 6, 7, 1}, G6 = {6, 7, 0, 2}, G7 = {7, 0, 1, 3}} is a cyclic

quorum system under Z8.

Given any n, a difference set as small as k can be found when k(k − 1) + 1 = n and k − 1 is a prime

power. Such a difference set is called the Singer difference set [4]. For example, the sets {1, 2, 4} under

Z7 and {1, 2, 4, 9, 13, 19} under Z31 are Singer difference sets. Note that in this case the quorum size k

meets the lower bound in Theorem 2. So cyclic quorum systems defined by the Singer difference sets are

optimal. Reference [14] had conducted exhausted searches to find the minimal difference sets under Zn for

n = 4..111. The results are useful here to construct near-optimal cyclic quorum systems.

Theorem 5 The cyclic quorum system satisfies the rotation closure property.

Proof. Let H be a quorum in the cyclic quorum system Q generated from the difference set D =

{d1, d2, ..., dk}. By definition, rotate(H, i) is also a quorum in Q for any i. Then by the intersection

property, the theorem holds. �

4.4 The Finite Projective Plane Quorum System

The finite projective plane (FPP) quorum system [15] arranges elements of the universal set U = {0, ...., n−
1} as vertices on a hypergraph called the finite projective plane, which has n vertices and n edges, such

that each edge is connected to k vertices and two edges have exactly one common vertex. (Note that the

hypergraph is a generalization of typical graphs, where each edge is connected to only two vertices.) A

quorum can be formed by the set of all vertices connected by the edge, and thus has a size of k. It has

been shown in [15] that a FPP can be constructed when n = k(k − 1) + 1 and k − 1 is a prime power.

Otherwise, the FPP may or may not exist. In [14], the FPP construction is associated to the construction

of Singer difference sets, and it is shown that the FPP quorum system can be regarded as a special case of

the cyclic quorum system when n = k(k − 1) + 1 and k − 1 is a prime power. It follows that FPP quorum

systems also own the rotation closure property, and are optimal, when existing.

4.5 Quorum Systems with One Quorum

In this subsection, we discuss the rotation closure property for those quorum systems with only one quorum.

The result has strong connection to the difference sets, and can help identify the quorum systems that are

solution to the QPS problem.

Theorem 6 Let Q = {H} be a quorum system under U = {0, ..., n − 1}. Q satisfies the rotation closure

property if and only if H is a difference set of Zn.

Proof. For the “if” part, let H be a difference set of Zn. For any i, there must exist two elements

hx, hy ∈ H such that hx − hy = i. It follows that hx = hy + i ∈ rotate(H, i) ∩ H. So rotate(H, i) ∩ H �= ∅
for any i.

11



For the “only if” part, suppose for contradiction that H is not a difference set of Zn. Then there exists

an i �= 0 such that hx − hy �= i for all possible combinations of hx and hy in H. Since rotate(H, i) =

{(hy + i) mod n|hy ∈ H}, it follows that H ∩ rotate(H, i) = ∅, a contradiction. �

Corollary 1 Let Q be a quorum system under U = {0, ..., n − 1}. Q does not satisfy the rotation closure

property if at least one quorum in Q is not a difference set under Zn.

Theorem 6 says that if a quorum system has a difference set being its sole quorum, it satisfies the

rotation closure property and is thus a solution to the QPS problem. Such a quorum system has the

practical advantage that it is very easy to maintain since it has only one quorum to keep. For example,

from each of the minimal difference sets found in [14] (for n = 4..111), a solution to the QPS problem

exists by simply putting the difference set as the single quorum in the quorum system. On the contrary,

when n is too large such that exhaustive searches (as in [14]) are prohibited, we can pick any quorum G in

the quorum systems with the rotation closure property. Then G is a difference set by the contraposition

of Corollary 1. For example, from the torus quorum system, we can quickly find a lot of near-optimal

difference sets by arranging numbers from 0 to n − 1 as an array. Note that in situations when n can not

be divided into a product of t and w, we can always add a “virtual element” on the array, as proposed in

[15], to solve the problem. For example, when n = 13, we can make a 2 × 7 array with the last position

filled by 0 as the virtual element.

5 An Adaptive QPS Protocol

All the quorum systems discussed above ensure that given a fixed n, two asynchronous mobile hosts picking

any two quorums have at least one intersection in their quorums. It would be desirable to have an adaptive

solution in the sense that the number of intersecting elements can be dynamically adjusted. One of the

main reasons to do so would be to adjust this value to adapt to host mobility. Intuitively, the number of

beacons that two hosts can hear from each other is proportional to the number of intersecting elements.

Thus, a host with higher mobility may like to have more intersections with its neighboring hosts so as to

be more environment-sensitive. On the contrary, a host with lower mobility may not need to intersect in

so many elements with its neighbors so as to save more energy. The proposed solution is adaptive in this

sense.

We assume that a host is able to calculate its mobility levels, either through attaching a GPS device,

or simply by evaluating the number of hosts that are detected to leave/enter the host’s radio coverage. We

leave this as an independent issue, and only focus on the design of adaptive quorum systems to meet our

goal.

The proposed solution is basically an extension of the torus quorum system, and is thus called the

extended torus (e-torus) quorum system. An e-torus quorum system is also defined based on two given
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Figure 6: (a) the “Christmas tree” structure of an e-torus(4) quorum, and (b) the intersection of an
e-torus(2) quorum and an e-torus(3) quorum.

integers t and w such that U = {0, 1, ..., tw − 1} is the universal set. Elements of U are arranged in a t×w

array. Below, we use [x, y] as an array index, 0 ≤ x < t and 0 ≤ y < w.

Definition 6 On a t × w array, a positive half diagonal starting from position [x, y], where 0 ≤ x < t and

0 ≤ y < w, consists of element [x, y] plus w/2� elements [(x + i) mod t, (y + i) mod w], for i = 1..w/2�.
A negative half diagonal starting from position [x, y] consists of element [x, y] plus �w/2� − 1 elements

[(x + i) mod t, (y − i) mod w], for i = 1..�w/2� − 1.

Intuitively, a positive (resp., negative) half diagonal is a partial diagonal on the array starting from

the array index [x, y] with a length w/2� + 1 (resp., �w/2�). A positive diagonal goes in the southeast

direction, while a negative one goes in the southwest direction. The diagonal is slightly different from

typical “diagonal” in matrix algebra in that the array is not necessarily square and that the torus has the

wrap-around property.

Definition 7 Given any integer k ≤ t, a quorum of an e-torus(k) quorum system is formed by picking any

position [r, c], where 0 ≤ r < t and 0 ≤ c < w, such that the quorum contains all elements on column c

plus k half diagonals. These k half diagonals alternate between positive and negative ones, and start from

the following positions:

[r +
⌊
i × t

k

⌋
, c], i = 0..k − 1.

Intuitively, each quorum in the e-torus(k) quorum system looks like a Christmas tree with a trunk

in the middle and k branches, each as a half diagonal, alternating between positive and negative ones.

Fig. 6(a) illustrates the conceptual structure of an e-torus(4) quorum.

Theorem 7 The e-torus quorum system satisfies the rotation closure property.

Proof. Since any e-torus quorum is a super set of a torus quorum, the theorem holds. �

Theorem 8 Let G be an e-torus(k1) quorum and H be an e-torus(k2) quorum derived from the same

array. For any integers i and j, |rotate(G, i) ∩ rotate(H, j)| ≥ (k1 + k2)/2�.

13



Figure 7: Analysis of neighbor sensibility of an e-torus(k1) and an e-torus(k2) quorum systems under a
7×14 torus.

Proof. This theorem can be easily observed from the geometric structure of the e-torus quorum system.

The value of |rotate(G, i)∩ rotate(H, j)| can be observed from how tree branches intersect with the trunks

of “Christmas trees”. �

For example, Fig. 6(b) shows how an e-torus(3) quorum and an e-torus(2) quorum intersect with

each other. The intersecting elements are guaranteed to appear in the trunks of the “Christmas trees.”

Note that two branches from two e-torus quorums may “cross with” each other, but intersection is not

necessarily guaranteed (from the geometric structures of branches, it does look like that they are guaranteed

to intersect). The reason is illustrated in the zoomed-in part in Fig. 6(b), where the two branches just

miss each other on the array. Also note that by our arrangement, the intersecting elements of two e-torus

quorums are unlikely to concentrated in certain areas of the array. Instead, they will be spread evenly over

the trunks. This is a desirable property because it implies that the quorum intervals that two mobile hosts

may detect each other will be spread evenly over the time axis.

Based on the above features, we propose an adaptive QPS protocol as follows. We can rank a host’s

mobility into k-levels, where level 1 means the lowest mobility, and level k means the highest mobility.

Whenever a host determines that its mobility falls within level i (1 ≤ i ≤ k), it adjusts its quorum

intervals based on any e-torus(i) quorum. Consequently, a host can dynamically adjust its sensibility to

the environment change in its neighborhood.
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Table 2: Active ratios and neighbor sensitivity of quorum-based protocols.
Quorum system Active ratio Neighbor sensibility
Grid ≈ 2√

n
BI × (n −√

n + 1)

Torus ≈
√

2√
n

BI × n

Cyclic ≈ 1√
n

BI × n

Finite projective plane k
n ,where k(k − 1) + 1 = n,
and k − 1 is a prime power

BI × n

e-torus(k),
(under t × w torus)

s
n , where s = t + wk

2 � +
rw−1

2 �, r=0 if k is even and
r=1 if k is odd

For e-torus(k1) and e-torus(k2):
• BI × n, for (k1 = k2 = 1), (k1 =
2 ∧ k2 = 1), or (k1 = 1 ∧ k2 = 2)
• BI × (n− 1), for (k1 = 3∧ k2 = 1) or
(k1 = 1 ∧ k2 = 3)
• BI× (n−2t/k1�), for (k1 = 1∧k2 =
4) or (k1 = 4 ∧ k2 = 1)
• less than BI×(n−2t/k1�), for (k1 >
4 ∧ k2 = 1) or (k1 = 1 ∧ k2 > 4)
• BI×(n−w+1), for (k1 = 2∧k2 = 2)
• less than BI × (n−w + 1), for (k1 ≥
2 ∧ k2 > 2) or (k1 > 2 ∧ k2 ≥ 2)

6 Performance Comparison and Simulation Results

6.1 Analytical Comparison

In this subsection, we compare the proposed quorum-based protocols analytically. We evaluate the active

ratio, which is defined to be the number of quorum intervals over n (the size of universal set), and the

neighbor sensibility (NS), which is the worst-case delay for a PS host to detect the existence of a newly

approaching PS host in its neighborhood. The NS of the grid quorum system is BI × (n−√
n + 1), which

happens when two quorums intersect at indices (i, j) and (i + 1, j − 1) of the array. The NS of two e-torus

quorum systems e-torus(k1) and e-torus(k2) under a t × w torus is discussed below (refer to Fig. 7 for

illustration). When (k1 = k2 = 1), (k1 = 2 ∧ k2 = 1), or (k1 = 1 ∧ k2 = 2), the two quorums may intersect

at only one interval, so NS is BI × n. For (k1 = 3 ∧ k2 = 1) or (k1 = 1 ∧ k2 = 3), the NS is BI × (n − 1),

which happens when two quorums intersect at two consecutive quorum intervals. For (k1 = 1∧ k2 = 4) or

(k1 = 4 ∧ k2 = 1), the NS is BI × (n− 2t/k1�), which happens when the intersections fall in one column.

Table 2 contains the NS of other cases. Table 2 also summarizes the active ratio and neighbor sensibility

of the proposed quorum-based protocols. Fig. 8 further demonstrates the active ratio of the proposed

protocols for n = 5..100. The cyclic quorum performs the best in terms of active ratio. The FPP quorum

system, when available, represents the optimal solution.

6.2 Simulation Results

In this subsection, we compare the proposed power-saving protocols through a simulator written in C. An

area of size 1000m×1000m is simulated. Each host has an antenna with a transmission rate of 2M bits/sec
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Figure 8: Active ratios of different quorum systems for n=5..100.

and a transmission radius of 250 meters, and has an initial battery energy of 100 Joules. The MAC part

basically follows the IEEE 802.11 standard [11], except the power management part. Routes with random

sources/destinations are generated, and the AODV (ad-hoc on-demand distance vector) routing protocol

[16] is adopted. Four parameters are tunable in our simulations:

• Mobility: Host mobility follows the random way-point model, with pause time of 20 seconds. When

moving, a host’s speed can range in 0 ∼ 20 m/sec.

• Traffic load: Routes are generated by a Poisson distribution with rates between 1 ∼ 4 routes/sec.

For each route, 10 packets, each of size 1K bytes, are sent.

• Beacon interval: The length of one beacon interval is 100 ∼ 400 ms.

• Number of hosts: The total number of mobile hosts in the MANET is 50 ∼ 200 hosts.

Three performance metrics are measured in the simulations:

• Survival ratio: the number of surviving hosts (with non-zero energy) over the total number of hosts.

• Neighbor discovery time: average time to discover a newly approaching neighbor.

• Throughput: the average number of MAC-layer data packets successfully received in the network per

second.

Except the survival ratio, the above metrics are evaluated up to the time when 10% of the hosts run out

of energy. A host can go to the PS mode when it does not serve as a source, destination, or relay of any

route. A broadcast (such as the AODV route request message) may need to be sent multiple times if the

sending host finds that some of its neighbors are in the PS mode [25]. This is necessary because these PS

hosts may wake up at different times and we need multiple transmissions to cover all of them. However,

once a route is established (via the notification of a route reply message), all hosts in the route have to

tune to the active mode.
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Table 3: Power consumption parameters used in the simulation.
Unicast send 454 + 1.9 × L µJ/packet

Broadcast send 266 + 1.9 × L µJ/packet
Unicast receive 356 + 0.5 × L µJ/packet

Broadcast receive 56 + 0.5 × L µJ/packet
Idle 843 µJ/ms
Doze 27 µJ/ms

Table 4: Traffic-related parameters used in the simulation.
Unicast packet size 1024 bytes

Broadcast packet size 32 bytes
Beacon window size 4 ms
MTIM window size 16 ms

Table 3 summarizes the power consumption parameters used in our simulations, which are obtained

from real experiments using Lucent WaveLAN cards [5]. Sending/receiving a unicast/broadcast packet of

L bytes has a cost Pbase + Pbyte × L, where Pbase is the power consumption independent of packet length

and Pbyte is the power consumption per byte. Unicast consumes more power than broadcast because it

incurs extra control frames (RTS, CTS, and ACK). Idle/doze represents the condition when a host has

no send and receive activity and is in the active/PS mode, respectively. The traffic-related parameters are

summarized in Table 4.

Below, we show how mobility, beacon interval length, traffic load, and host density affect the perfor-

mance of the proposed PS protocols. We mainly compare the cyclic quorum system (which has the lowest

active ratio) and the e-torus quorum system (which is more adaptive). Below, C(n) stands for the cyclic

quorum system under {0, 1, .., n − 1}, and E(t × w) the e-torus quorum system under a t × w torus. For

the e-torus quorum system, four speed levels (1∼4) are assumed. A host is said to be at speed level i if

its speed is larger than 5(i − 1) m/sec and less than or equal to 5i m/sec. To make comparison, we also

simulate an “always-active (AA)” scheme in which all hosts are active all the time.
 

�

��

��

��

��

���

���

��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ���

���������	
����
����

�
�
��
��
�
��
��
	�


��
�


��������	

��

��������	

���

����������	

��

����������	

���

�����	

��

�����	

���

 Figure 9: Host survival ratio vs. mobility (beacon interval = 100 ms, 100 hosts, traffic load = 1 route/sec).
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Figure 10: Neighbor discovery time vs. mobility (beacon interval = 100 ms, 100 hosts, traffic load = 1
route/sec).  
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Figure 11: Throughput vs. mobility (beacon interval = 100 ms, 100 hosts, traffic load = 1 route/sec).

6.2.1 Impact of Mobility

Mobility has a negative impact on survival ratio. Fig. 9 compares the cases when all hosts are stationary

and when all hosts’ moving speed = 20 m/sec. Mobility will incur higher energy consumption because hosts

may spend more energy in retransmitting packets. On the contrary, mobility has very little impact on AA.

However, because hosts can tune to the PS mode, C(98) and E(7×14) still outperform AA significantly in

terms of survival ratio. The survival ratio of C(98) is better than that of E(7×14) because its active ratio

is smaller.

Fig. 10 shows the impact of mobility on the neighbor discovery time. Mobility has a negative impact

on neighbor discovery time for C(98). On the contrary, E(7×14) can better adapt itself to mobility. We

even see shorter neighbor discovery time when host mobility becomes higher (at the cost of more beacon

intervals).

Fig. 11 shows the impact of mobility on throughput. Mobility has a negative impact on throughput for

all schemes because more retransmissions are incurred as hosts move faster. The results show that C(98)

and E(7×14) will slightly degrade throughputs compared to AA when we allow hosts to tune to the PS

mode, which is reasonable. However, the benefit is that the network can be used for much longer time,

as reflected by the axis “throughput×lieftime”, where the lifetime of a network is counted up to the point

when 10% of hosts runs out of energy.
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Figure 12: Survival ratio vs. beacon interval length (100 hosts, traffic load = 1 route/sec, moving speed =
0∼20 m/sec with mean = 10m/sec).
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Figure 13: Neighbor discovery time vs. beacon interval length (100 hosts, traffic load = 1 route/sec, moving
speed = 0∼20 m/sec with mean = 10m/sec).

6.2.2 Impact of Beacon Interval Length

We observe the impact of beacon interval (BI) length on host survival ratio by varying the beacon interval

length between 100∼400 ms. Fig. 12 shows that a longer BI will slightly shorten the lifetime of the network

for C(98) and E(7×14). We believe that this is due to a higher transmission cost for broadcasting route

request packets. However, a longer BI makes hosts conserve more energy, which in turn prolongs the

lifetime of the hosts. This may explain the crossing points in Fig. 12.

A longer BI also hurts the neighbor discovery time. As shown in Fig. 13, the neighbor discovery time

will increase linearly as BI increases for both for C(98) and E(7×14). The E(7×14) scheme, which can

tune its quorum intervals adaptively, has much shorter neighbor discovery time compared to C(98).

Fig. 14 shows the impact of BI on throughput. Longer beacon intervals do decrease throughputs. This is

because it takes longer time for a host to wake up its neighboring PS hosts to help relay packets. The result

shows that E(7×14) slightly outperforms C(98) in terms of throughput due to its adaptivity, and the gain

will enlarge slightly as BI increases. However, C(98) outperfomrs E(7×14) in terms of throughput×lifetime.

6.2.3 Impact of Traffic Load

Next, we observe the effect of traffic load. We vary the traffic load in the range of 1 ∼ 4 routes/sec in

the simulations. Fig. 15 shows how traffic load decreases host survival ratios. Higher traffic loads do

19



 

0
1000

2000
3000

4000
5000

6000

7000
8000

9000
10000

100 200 300 400

Beacon interval (ms)

T
hr

ou
gh

pu
t x

 L
if

et
im

e
(K

B
)

0

5

10

15

20

25

30

T
hr

ou
gh

pu
t (

K
B

/s
ec

)

C(98), Th x Life

E(7x14), Th x Life

C(98), Th

E(7x14), Th

 
Figure 14: Throughput vs. beacon interval length (100 hosts, traffic load = 1 route/sec, moving speed =
0∼20 m/sec with mean = 10m/sec).  
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Figure 15: Survival ratio vs. traffic load (beacon interval = 100 ms, 100 hosts, mobility = 0 20 m/sec with
mean = 10 m/sec).

reduce host survival ratios of C(98) and E(7×14), which is reasonable. On the contrary, the impact of

traffic load on AA is insignificant because anyway hosts have to stay awake all the time. Overall, the

proposed schemes still outperform the AA scheme in terms of survival ratio significantly. The effect of

traffic load on throughput and accumulated throughput is shown in Fig. 16. The trend is similar to the

earlier observation. Traffic load does not influence the neighbor discovery time much, so the related results

are omitted.

6.2.4 Impact of Host Density

In this experiment, we vary the number of hosts in the range of 50∼200. Since the network area is fixed,

this parameter reflects the host density of the network. Fig. 17 shows that a higher host density will bring
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Figure 16: Throughput vs. traffic load (beacon interval =100 ms, 100 hosts, mobility = 0∼20 m/sec with
mean = 10 m/sec).
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Figure 17: Survival ratio vs. host density (beacon interval = 100 ms, traffic load 1 route/sec, mobility =
0∼20 m/sec with mean = 10 m/sec).  
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Figure 18: Throughput vs. node density (beacon interval = 100 ms, traffic load 1 route/sec, mobility =
0∼20 m/sec with mean = 10 m/sec).

down the network lifetime. On the contrary, the AA scheme is almost unaffected. So a higher host density

has a negative effect on survival ratio for our schemes. The reason can be explained as follows: As the

network becomes denser, when a route request is issued, not only more hosts will help searching for routes,

but also the broadcast cost per individual host will increase so as to wake up neighboring hosts (note that

the traffic load remains unchanged in this case). In terms of survival ratio, C(98) outperforms E(7×14),

which in turn outperforms AA.

As Fig. 18 shows, a higher node density has a negative effect on throughput for quorum-based protocols,

while it does not influence the AA scheme much. When the node density goes higher, broadcast cost will

increase because of a higher wake-up cost. The effect is an increased number of collisions and a lower

probability of route establishment. Consequently, the throughput goes down. According to Fig. 18, the

throughput of the AA scheme is the highest, and the throughputs of the E(7×14) and the C(98) schemes

are very close. Again, when we consider “throughput × lifetime”, our quorum-based protocols outperform

the AA scheme significantly.

7 Conclusions

In this paper, we have addressed the asynchronous power mode management problem for an IEEE 802.11-

based MANET. We have correlated the problem to the concept of quorum systems and identified an

important rotation closure property for quorum systems. We have proved that any quorum system satisfy-
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ing the rotation closure property can be translated to an asynchronous power-saving protocol for MANETs.

The purpose of the rotation closure property is to deal with asynchronism among hosts’ clocks. Under the

rotation closure property, we have derived a quorum size lower bound for any quorum system. We have

identified a group of optimal or near optimal quorum systems. Optimal or near optimal quorum systems

are preferable because in a quorum-based power-saving protocol, the number of beacons sent and the ratio

of a host remaining active are both proportional to the quorum size. We have shown that the grid quorum

system [15], the torus quorum system [12], the cyclic quorum system [14], and the finite projective plane

quorum system [15] are all optimal or near optimal quorum systems satisfying the rotation closure prop-

erty. We have developed theorems to help identify good quorum systems satisfying the rotation closure

property, such as quorum systems with only one member, which are very easy to maintain. We have fur-

ther proposed a new e-torus quorum system, which can be translated to an adaptive power-saving protocol

allowing hosts to dynamically tune to different quorum systems according to their mobility, so as to trade

neighbor sensibility for power expenditure. Extensive simulation results have been presented to evaluate

these protocols.
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