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Abstract 

Quorum-based algorithms are an important class of algorithms to achieve 

distributed mutual exclusion. They are resilient to network partitioning caused by site 

and/or network link failures and usually evoke low communication cost. The basic 

idea of them is simple—a site should collect permissions (votes) from all sites of a 

quorum to enter the critical section. If we can assure that any pair of quorums have a 

non-empty intersection and each site gives its permission to only one site at a time, 

mutual exclusion is then guaranteed.  

The collection of quorums used by a quorum-based algorithm is called a quorum 

structure. According to different mutual exclusion scenarios, several types of quorum 

structures have been proposed: coterie, wr-coterie and k-coteries, which are related to 

distributed mutual exclusion, replicated data consistency and distributed k-mutual 

exclusion, respectively. 

In this dissertation, we propose novel methods for constructing coteries, wr-

coteries and k-coteries that are nondominated and/or of constant expected quorum 

size. The proposed methods can easily be extended to solve the problems of mutual 

exclusion, replicated data consistency or k-mutual exclusion in a distributed system. 

Nondominated quorum structures are favorable because they are candidates to 

achieve the optimal availability, the probability that a quorum can be form in an 

error-prone environment. On the other hand, quorum structures of constant expected 

quorum size are preferable because when the proposed methods are applied to solve 

the problems mentioned, the message cost is directly proportional to the quorum size. 

 

Keywords: Distributed systems, fault-tolerance, k-mutual exclusion, mutual 

exclusion, replica control, quorum structures. 
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Chapter 1 

Introduction to quorum structures 

 

 

A distributed system consists of autonomous, interconnected computers (called 

sites) that can communicate with each other by exchanging messages. The problem 

of mutual exclusion is essential in the design of distributed systems. It is concerned 

with how to control sites to have mutually exclusive access of a designated section of 

code called critical section. Quorum-based algorithms are an important class of 

algorithms for solving distributed mutual exclusion. They are resilient to network 

partitioning [DGS85] caused by site and/or network link failures and usually evoke 

low communication cost. The basic idea of them is simple—a site should collect 

permissions (votes) from all sites of a quorum to enter the critical section. If we can 

assure that any pair of quorums have a non-empty intersection and each site gives its 

permission to only one site at a time, mutual exclusion is then guaranteed. 

The collection of quorums used by a quorum-based algorithm is called a quorum 

structure. According to different mutual exclusion scenarios, several types of quorum 

structures have been proposed: coterie [GB85], wr-coterie [IK93], and k-coteries 

[FYA91], which correspond to the problems of mutual exclusion, replicated data 
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consistency and k-mutual exclusion in distributed systems, respectively. There are 

many researches concentrating on quorum structures: some for developing new 

methods to construct quorum structures with good characteristics (say, high 

availability or small quorum size) [AE90, AE91, AE92a, AE92b, AJ92, CAA92, 

Chu94, Gif79, HJK93, Jia95, JH94, KC91, Kum91, Mae85, Nei92, Nei93, RST92, 

SW93a, Tho79, WB92, Wu93a, Wu93b], some for developing new measures for 

quorum structures [AA89, BG86, BG87, CY94a, CY94b, KFYA93, KRS92, KRS93, 

Nei93, RJT93], some for transforming quorum structures into new ones [GB85, 

JH94, NM92, SW93b], and still some for developing theories about a special class of 

quorum structures—nondominated (ND) quorum structures [GB85, IK93]. 

In this dissertation, we propose novel methods for constructing coteries, wr-

coteries and k-coterie that are nondominated and/or of constant expected quorum size. 

The proposed methods can easily be extended to solve the problems of mutual 

exclusion, replicated data consistency and k-mutual exclusion in distributed systems, 

respectively. Note that nondominated quorum structures are favorable because they 

are candidates for achieving the optimal (highest) availability, the probability that a 

quorum can be formed in an error-prone environment. And constant quorum size is 

preferable because when the proposed methods are applied to solve the problems just 

mentioned, the message cost is directly proportional to the quorum size. 

Below, we introduce the concept of coteries, wr-coteries and k-coteries. Note that 

we assume U is the underlying set containing all system sites u1,...,un, and we may 

not specify U wherever there is no ambiguity. 
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1.1 Coteries 

A coterie [GB85] C is a family of non-empty subsets of U. Each member in C is 

called a quorum; the following properties should hold for the quorums: 

 

Intersection Property: 

   G,H: G,HC: GH; 

Minimality Property: 

   G,H: G,HC: GH. 

 

For example, C ={{u1, u2}, {u1, u3}, {u2, u3}} is a coterie because every pair of 

quorums have a non-empty intersection, and no quorum is a super set of another 

quorum. 

By the intersection property, a coterie can be used to develop algorithms for 

mutual exclusion in a distributed system. To access the critical section, a site is 

required to receive permissions (votes) from all the sites of some quorum. Since any 

pair of quorums have at least one site in common and every site grants its permission 

to only one site at a time, mutual exclusion is then guaranteed. Note that the 

minimality property is not necessary for the correctness of mutual exclusion but is 

used to enhance efficiency. Mutual exclusion algorithms using coteries are fault-

tolerant in the sense that even when network partitioning [DGS85] occurs and makes 

some sites inaccessible, quorums not including inaccessible sites may still be 

constructed. 
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1.2 WR-Coteries  

A wr-coterie [IK93] (W, R) is a pair of two families of non-empty quorums 

(subsets of U) satisfying 

 

Write-Write Intersection Property: 

   G,H: G,HW: GH; 

Write-Read Intersection Property: 

   G,H: GW, HR: GH; 

Write Quorum Minimality Property: 

   G,H: G,HW: GH; 

Read Quorum Minimality Property: 

   G,H: G,HR: GH. 

 

For example, let W={{u1,u2,u3}, {u1,u2,u4}, {u3,u4}} and R={{u1,u3}, {u1,u4}, 

{u2,u3}, {u2,u4}, {u3,u4}}, then the pair (W, R) is a wr-coterie since it satisfies all the 

above-mentioned properties. 

In a distributed system, data can be replicated at different sites to tolerate site 

and/or network link failures. However, complex replica control algorithms are 

required to make multiple replicas of a data object behave as a single one, i.e., to 

ensure one-copy equivalence [BHG87]. Below, we describe how one-copy 

equivalence is achieved by wr-coterie (W, R). Each replica is associated with a 

version number. A read operation should read-lock and access replicas of a read 

quorum (a quorum in R) and return the replica owning the largest version number. 

On the other hand, a write operation should write-lock and access replicas of a write 

quorum (a quorum in W), and then updates them and assigns them with the new 



5 

version number which is one more than the largest version number just encountered. 

Since any pair of a read and a write quorum and any two write quorums have a non-

empty intersection, the read operation will always return the most up-to-date replica. 

Again, the minimality properties of wr-coteries are used to enhance efficiency. 

Replica control algorithms using wr-coteries are fault-tolerant in the sense that even 

when network partitioning [DGS85] occurs and makes some replicas inaccessible, 

quorums not including inaccessible replicas may still be found. 

1.3 K-Coteries  

A k-coterie [FYA91] C is a family of non-empty quorums (subsets of U) 

satisfying 

 

Non-intersection Property: 

For any h (< k) pairwise disjoint quorums Q1,...,Qh in C, there exists one quorum 

Qh+1 in C such that Q1,...,Qh+1 are pairwise disjoint; 

Intersection Property: 

There are no m, m > k, pairwise disjoint quorums in C (i.e., there are at most k 

pairwise disjoint quorums in C); 

Minimality Property: 

There are no two quorums Q1 and Q2 in C such that Q1 is a super set of Q2. 

 

For example, {{u1,u2}, {u3,u4}, {u1,u3}, {u2,u4}} is a 2-coterie because it satisfies 

all the properties of a 2-coterie—given one quorum Q1, we can always find another 

quorum Q2 such that Q1 and Q2 are disjoint; there are at most two pairwise disjoint 
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quorums; and every quorum is not a super set of another quorum. The reader should 

note that an 1-coterie (the value of k is taken as 1) is exactly a coterie introduced in 

Section 1.1. 

By the intersection and the non-intersection properties, k-coteries can be used to 

develop distributed k-mutual exclusion algorithms which allow at most k sites in the 

critical section simultaneously. To access the critical section, a site is required to 

obtain permissions from all the sites of some quorum. By the intersection property, 

no more than k sites can form quorums simultaneously, so no more than k sites can 

access the critical section at the same time. The non-intersection property assures that 

if there exists one unoccupied critical section entry, then some site that waits for 

accessing the critical section can proceed. Again, the minimality property of the 

k-coterie is not for the correctness but for the efficiency. The k-mutual exclusion 

algorithm using k-coteries is fault-tolerant in the sense that even when network 

partitioning [DGS85] occurs and makes some sites inaccessible, quorums including 

only available sites may still be formed. 

1.4 Nondominance of quorum structures 

A quorum structure is said to dominate [GB85] another quorum structure if and 

only if every quorum in the dominated one is a super set of some quorum in the 

dominating one. Obviously, the dominating one has more chance than the dominated 

one for a quorum to be formed in an error-prone environment. Thus, if optimizing 

the availability is the main concern, we should always concentrate on nondominated 

quorum structures that no one else can dominate. However, it is very difficult to 

verify that a quorum structure is nondominated. The verification is usually done on 
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the basis of Garcia-Molina and Barbara's theorem [GB85] and Ibaraki and Kameda's 

theorem [IK93]. 

Below, we illustrate the nondominance concept of quorum structures with an 

example of coteries. 

Let C and D be two coteries. C dominates D iff (CD) and (G, H: GD, HC : 

HG). 

A coterie is said to be nondominated if and only if no coterie can dominate it. 

For example, consider the following two coteries under U={u1,u2,u3,u4}: 

C = {{u1, u2}, {u1, u3}, {u1, u4}, {u2, u3, u4}} 

D = {{u1, u2, u3}, {u1, u2, u4}, {u1, u3, u4}, {u2, u3, u4}}. 

It is easy to see that C dominates D because for every quorum in C, we can find its 

super set in D. Thus, if we can form a quorum in D, then we can also form a quorum 

in C. Particularly, C is a coterie constructed by the method proposed in Chapter 2, it 

will be shown to be nondominated later. 

1.5 Dissertation Organization 

The organization of the dissertation is as follows: 

In Chapter 2, we propose a method for constructing a class of nondominated 

coteries of constant expected quorum size and prove the correctness of the method 

with Ibaraki and Kameda's theorem [IK93]. We analyze the constructed coteries in 

terms of quorum availability and quorum size; the analyzed results are also compared 

with those of related coteries. 

In Chapter 3, we propose a method for constructing a class of nondominated wr-

coteries of constant expected quorum size and prove the correctness of the method 
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with Ibaraki and Kameda's theorem [IK93]. We analyze the constructed wr-coteries 

in terms of quorum availability and quorum size; the analyzed results are also 

compared with those of related wr-coteries. 

In Chapter 4, we propose a method for constructing a class of k-coteries of 

constant expected quorum size. We prove the correctness of the method and analyze 

the constructed k-coteries in terms of quorum availability and quorum size; the 

analyzed results are also compared with those of related k-coteries. 

In Chapter 5, we develop a theorem that can be used to check the nondominance 

of a k-coterie. On the basis of the theorem, we prove that some k-coteries are 

nondominated. Moreover, we propose two methods (operations) which can generate 

nondominated k-coteries from known nondominated k-coteries. 

In Chapter 6, we give a summary of this dissertation and address further research 

directions. 
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Chapter 2 

Constructing ND coteries 

of constant expected quorum size 

 

 

2.1 Introduction 

Quorum-based algorithms are an important class of algorithms to achieve mutual 

exclusion in distributed systems. Such algorithms usually incur low message cost and 

can tolerate site and/or network link failures, even when these failures lead to 

network partitioning [DGS85]. The basic idea of this type of algorithms is simple—a 

site should collect permissions (votes) from all sites of a quorum to enter the critical 

section. Mutual exclusion is guaranteed if we can assure that any pair of quorums 

have at least one common site and that a site gives its permission to only one site at a 

time. The majority quorum consensus algorithm [Tho79], the tree quorum algorithm 

[AE91] and the hierarchical quorum consensus algorithm [Kum91] are typical 

quorum-based algorithms. 

The coterie concept [GB85] is usually used to formalize quorum-based mutual 

exclusion algorithms. A coterie [GB85] is a family of quorums (sets) with the 

property that any pair of quorums have a non-empty intersection. Among all the 

coteries, nondominated (ND) coteries [GB85] are preferable because they are 

candidates to achieve the highest availability, the probability that a quorum can be 
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formed. Some classes of coteries, such as the majority coterie (MC), the tree coterie 

(TC), the hierarchical coterie (HC) and the Lovasz coterie (LC) [Nei93] have been 

shown to be ND. Note that the first three classes of coteries correspond to the 

majority quorum consensus algorithm [Tho79], the tree quorum algorithm [AE91] 

and the hierarchical quorum consensus algorithm [Kum91], respectively. 

In this chapter, we propose a method to construct quorums of an ND coterie; the 

method can easily be extended to be a solution to distributed mutual exclusion. The 

method utilizes a logical structure named Cohorts to construct quorums of O(1) 

(constant) size in the best case. When some sites are inaccessible, the quorum size 

increases gradually and may be as large as O(n), where n is the number of sites. 

However, the expected quorum size is shown to remain constant as n grows. This is a 

desirable property since the message cost for accessing the critical section is directly 

proportional to the quorum size. In addition, the availability of the constructed 

quorum is shown to be asymptotically high. With the two propertiesconstant 

expected quorum size and asymptotically high availability, the proposed method is 

thus applicable to systems possessing an increasing number of sites. We also analyze 

and compare the constructed quorums with others in terms of availability and 

quorum size. 

The rest of this chapter is organized as follows. In Section 2.2, we elaborate some 

preliminaries of coteries. Then, in Section 2.3, we present the Cohorts structure and 

show how to construct quorums with its aid. In Section 2.4, we show that the 

collection of the constructed quorums is a nondominated coterie. In Section 2.5, we 

analyze and compare the constructed quorums with others in terms of availability and 

quorum size. At last, we conclude this chapter with Section 2.6 
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2.2 Preliminaries of coteries 

In this section, we show some preliminaries of coteries. In the following 

discussion, we assume u1,...,un are all system sites and let U = {u1,...,un} be the 

underlying set that contains all system sites. 

A coterie C is a family of subsets of U. Each member in C is called a quorum and 

should observe the following two properties: 

 

Intersection Property: 

   G,H: G,HC: GH; 

Minimality Property: 

   G,H: G,HC: GH. 

 

For example, C ={{u1, u2}, {u1, u3}, {u2, u3}} is a coterie under U={u1, u2, u3} 

because every pair of quorums have a non-empty intersection, and no quorum is a 

super set of another quorum. 

By the intersection property, the coterie can be used to develop algorithms for 

mutual exclusion in distributed systems. To enter the critical section, a site is 

required to receive the permissions (votes) from all sites of some quorum. Since any 

pair of quorums have at least one site in common and every site grants its permission 

to only one site at a time, mutual exclusion is then guaranteed. The reader should 

note that the minimality property is not necessary for the correctness of mutual 

exclusion but is used to enhance efficiency. 

Let C and D be two distinct coteries. C is said to dominate D iff G,H: GD, H

C: H  G. For example, coterie C = {{u1, u2}, {u1, u3}, {u1, u4}, {u2, u3, u4}} 
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dominates coterie D = {{u1, u2, u3}, {u1, u2, u4}, {u1, u3, u4}, {u2, u3, u4}} because 

for every quorum G in D we can find a quorum H in C such that G is a super set of H. 

A dominating coterie, such as C, is more resilient to site and/or network link failures 

than a dominated coterie, such as D since if a quorum can be formed in the 

dominated one then a quorum can be formed in the dominating one. A coterie is 

nondominated (ND) if no other coterie can dominate it. We should always 

concentrate on ND coteries because they are candidates to achieve the highest 

availability. 

In Ibaraki and Kameda's work [IK93], any subset of U is represented by an 

n-tuple vector X, X=(x1,...,xn)  {0,1}n where xi is 1(resp., 0) if ui is in (resp., not in) 

the subset. Let C be a family of subsets of U. Then, a Boolean function fC : {0,1}n 

{0,1} associated with C is defined as fC(X)  
Q u Q

i

i 
 

C

{ }u . Note that we follow the 

convention in [IK93] and use ui (which is an element of U) as the ith component of 

vector X. The function fC so defined has the property: fC(X)=1 if vector X represents a 

super set of some quorum in C; otherwise fC(X)=0. The dual f d
 of a Boolean 

function f is defined as f d
=f '(X' ), where X' and f ' are complements of X and f, 

respectively. For example, under U={u1, u2, u3}, the set {u1, u2} is represented as 

(1,1,0); and {u2, u3}, as (0,1,1). Let C={{u1, u2}, {u2, u3}, {u1, u3}}, then fC(X) = 

(u1u2  u2u3  u1u3). f d

C
(X)= f '(X' )=(u1' u2'  u2' u3'  u1' u3' )' = (u1' u2')' (u2' u3')' 

(u1' u3')' =(u1  u2) (u2  u3) (u1  u3) = (u1u2  u2u3  u1u3). 

The association of a Boolean function with a family of sets provides a facile way 

for checking some properties of the family. For example, the following Theorem 2.1 

is actually Theorem 2.2 in [IK93] which can be used to check whether a family of 

sets is an ND coterie. For example, with Theorem 2.1, we can show that C, C={{u1, 
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u2}, {u2, u3}, {u1, u3}}, is an ND coterie since fC(X) = f d

C
(X), as shown in the last 

paragraph. 

Theorem 2.1. Let C be a family of non-empty subsets of U satisfying the minimality 

property. Then, C is an ND coterie if and only if fC = f d
C . 

2.3 Construction of quorums 

In this section, we present the Cohorts structure and show a method (function 

Get_Quorum in Figure 2.1) that can generate quorums by organizing system sites 

into a Cohorts structure. 

A Cohorts structure Coh(l)=(C1,...,Cl) is a list of subsets of U. Each member Ci 

is called a cohort and should observe the following properties: 

 

(P1)  C1 = 1. 

(P2)  i: 2il : Ci  2. 

(P3)  i: 1il :Ci  
j i

 Cj. 

To sum up, the first cohort in a Cohorts structure should have only one member 

with other cohorts having at least two members and each cohort should have at least 

one unique member that does not appear in any other cohort. For example, ({u1}) is a 

Coh(1), ({u1},{u2,u3,u4}) is a Coh(2) and ({u1},{u2, u3},{u3, u4}) is a Coh(3). 

For a Cohorts structure Coh(l)=(C1,...,Cl), a set Q is said to be a quorum under 

Coh(l) if Q satisfies both (D1) and (D2). 

 

(D1) Q contains all the members of some cohort Ci, 1il (we say that Q fully covers 

Ci or that Ci
 is Q's primary cohort).  
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(D2) Q contains at least one member of each cohort Cj, i<jk (we say that Q covers 

Cj or that Cj is Q's supporting cohort). 

For example, under Coh(2)=({u1},{u2,u3,u4}), the possible quorums are {u1, u2}, 

{u1, u3}, {u1, u4} and {u2, u3, u4}. For a quorum under Coh(l)=(C1,...,Cl), the less is 

the index of the primary cohort, the smaller is the quorum size. In an extreme case, if 

Cl is the primary cohort, then no supporting cohort is necessary. In such a case, the 

quorum size is a constant Cl. In another extreme case, if C1 is the primary cohort 

with the other cohorts being supporting cohorts, then the quorum may be of size O(n). 

To sum up, a quorum under Coh(l) is of constant size in the best case, and of O(n) 

size in the worst case. 

A function named Get_Quorum, which can produce quorums under Coh(l), is 

shown in Figure 2.1. Function Get_Quorum can easily be modified and extended to 

solve the distributed mutual exclusion problem. In such a case, as in other quorum-

based algorithms, a site is allowed to access the critical section after obtaining 

permissions from all sites of a quorum; a site is to return all its obtained permissions 

on leaving the critical section. Since a site may hold some permissions while waiting 

for other permissions, deadlock may thus occur. Mechanism proposed in [Mae85] or 

[San87] can be incorporated for avoiding deadlock (and starvation); however, the 

details are not our focus and are thus omitted. 

2.4 Correctness 

In this section, we show that the collection of quorums returned by function 

Get_Quorum is an ND coterie. We start by showing that Get_Quorum returns 

minimal quorums. Note that a quorum Q is said to be minimal if and only if any 

proper subset of Q is not a quorum. 
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Lemma 2.1. (Minimality property) The quorums returned by Get_Quorum are 

minimal. 

Proof: 

Let Q1 and Q2 be two quorums returned by Get_Quorum such that Q1=Min(R1, 

Ci,...,Cl) and Q2=Min(R2, Ci,...,Cl), where R1 and R2 are sets of sites that grant 

permissions. We have CiQ1, Q1  (Ci...Cl ), CjQ2 and Q2  (Cj...Cl ). 

Below, we want to show that neither Q2  Q1 nor Q1  Q2. There are three cases to 

consider: (1) i=j, (2) i<j and (3) i >j. 

Case (1). i = j. 

It is trivial that neither Q2  Q1 nor Q1  Q2 since function Min removes all the 

sites from R1 and R2 that are not essential for coverage of Ci+1(or Cj+1),...,Cl and full 

coverage of Ci (or Cj). 

Case (2). i < j. The proof is by contradiction. 

Assume Q1  Q2, we have Ci  (Cj ... Cl) because Ci  Q1, Q1  Q2 and Q2  

(Cj...Cl ). Contradiction occurs since Ci  (Cj ... Cl) violates (P3). On the 

other hand, assume Q2  Q1, we have Cj  Q1 because Cj  Q2 and Q2  Q1. By (P3), 

there exists one member u in Cj such that u does not belong to any other cohorts. 

Since Cj  Q1, all the sites, including u, in Cj belong to Q1; i.e., function Min returns 

Q1 with u involved. Because u only belongs to Cj and function Min does not remove 

u from Q1, we have that Q1{u} does not cover Cj. By Cj  Q1 and (Q1{u})  Cj = 

 (Q1{u} does not cover Cj), we have Cj={u}. Contradiction occurs since Cj={u} 

violates (P2). 

Case (3). i > j. The proof of this case is similar to that of case (2) and is omitted. •  
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By now, we have proved that Get_Quorum generates minimal quorums under 

Coh(l)=(C1,...,Cl). Let C(l) be the collection of all minimal quorums under Coh(l). 

Below, we further prove that C(l) is an ND coterie by showing f
C( )l

= f
l

d

C( )
 with some 

Boolean algebra laws [Lip79]. Note that later we call C(l) cohort coterie. 

Lemma 2.2. f
C( )l

= f
l

d

C( )
, for l1. 

Proof: The proof is by induction on the value of l. 

Basis (l=1):  

By (P1), Coh(1)=({u1}), from which the only derived quorum is {u1}. So, we 

have fC(1) = u1. The theorem holds for the basis case because f
C(1)

= f d

C( )1
. 

Induction Hypothesis: 

We assume that f
C( )l

= f
l

d

C( )
, for some l, l1. 

Induction Step: 

Consider Coh(l+1)=(C1,...,Cl+1). Let Cl+1={u1,...,um}, where m>1. By (D1) and 

(D2), a quorum under Coh(l+1) is composed of either (form-1) all sites in Cl+1 or 

(form-2) one of the sites in Cl+1 and a quorum under Coh(l). Thus, we have 

fC(l+1) = ( 
i m1,...,

 ui )( 
i m1,...,

 ui fC(l) ) 

 = ( 
i m1,...,

 ui )(fC(l)  ( 
i m1,...,

 ui ))    (by commutative law and distributive law) 

Therefore, we have 

f
l

d

C( )1
= (( 

i m1,...,
 ui' )( fC(l)(X' )( 

i m1,...,
 ui' )))' (by the definition of Dual of a function) 

= ( 
i m1,...,

 ui' )
'( fC(l) (X' )( 

i m1,...,
 ui' ))

'      (by De Morgan's law) 

= ( 
i m1,...,

 ui' )
'( f

lC( )
'  (X' )( 

i m1,...,
 ui' )

' )    (by De Morgan's law) 

= ( 
i m1,...,

 ui'' )( f
lC( )

'  (X' )( 
i m1,...,

 ui'' )
     (by De Morgan's law) 

= ( 
i m1,...,

 ui)( f
lC( )

'  (X' )( 
i m1,...,

ui )       (by involution law, i.e., ui''
 = ui ) 
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= ( 
i m1,...,

 ui)( fC(l) (X )  ( 
i m1,...,

ui ) )       (since by hypothesis, f
C( )l

= f
l

d

C( )
) 

= ( ( 
i m1,...,

 ui)fC(l) (X ) )( ( 
i m1,...,

 ui)( 
i m1,...,

 ui)) (by distributive law) 

= (( 
i m1,...,

 ui)fC(l) (X ))( 
i m1,...,

 ui)        (since ( 
i m1,...,

ui)  ( 
i m1,...,

ui) =  ( 
i m1,...,

ui) ) 

= ( 
i m1,...,

 ui )(fC(l)( 
i m1,...,

 ui ))          (by commutative law) 

=fC(l+1)  

Therefore, by the induction principle, we have f
C( )l

= f
l

d

C( )
 for any l, l1.   •  

 

Theorem 2.2. C(l) is an ND coterie for l1. 

Proof: This is a direct consequence of Theorem 2.1, Lemma 2.1 and Lemma 2.2.  •  

2.5 Analysis and comparison 

In this section, we analyze the availability and the size of quorums under Coh(l). 

We also compare the analyzed results with those of the quorums of the majority, the 

tree, the hierarchical and the Lovasz coteries. To simplify the analysis, we just 

discuss the Cohorts structures that have disjoint cohorts, i.e., we assume CiCj=, i

j, for Coh(l)=(C1,...,Cl). 

2.5.1 Availability 

The availability of a coterie is defined as the probability that a quorum can be 

successfully formed in an error-prone environment. In homogeneous systems, every 

site has the same up-probability p, which stands for the probability that a single site 

is up (i.e., available). Let AV(l) be the function evaluating the availability of the 

quorum under Coh(l)=(C1,...,Cl). Below, we show how to evaluate AV(l). 

For l>1, if all the sites in Cl are up, then a quorum under Coh(l) can be formed. 

On the other hand, if at least one site but not all the sites in Cl are up, then one of the 

up sites together with a quorum under Coh(l1) can form a quorum under Coh(l). For 

l>1, we have 
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AV(l) = Prob.(all sites in Cl are up) + 

  Prob.(at least one site but not all sites in Cl are up)  AV(l1) 

 = pSl + (1 pSl  (1p)Sl )AV(l1) (2.1) 

For l=1, the only sites in C1 (note that by (P1) C1=1) being up is necessary to form a 

quorum under Coh(1). Thus, we have AV(1)=p . 

Below, we restrict each of cohorts C2,...,Cl to have the same size s to further 

simplify the analysis. That is, we assume S2=...=Sl=s for Coh(l)=(C1,...,Cl) (by (P2) s

2). We denote such a Cohorts structure as Coh(l,s) and the value of s is called the 

cohort size. When Coh(l,s) is considered, the recursive equation (2.1) can be 

regarded as a first-order linear difference equation [DOSE86]*, which can be solved 

analytically. We have 

AV(l)=(1ps(1p)s)l1(pps/(p+(1p)s))  +  (ps/(ps+(1p)s)) (2.2) 

We first apply equation (2.2) to investigate the influence of cohort sizes on 

quorum availability under a fixed number of sites. We assume the following Cohorts 

structures for a 31-site system: Coh(16,2), Coh(11,3), Coh(7,5), Coh(6,6), Coh(4,10) 

and Coh(3,15). The quorum availabilities corresponding to those structures are 

depicted in Figure 2.2, which reveals that smaller cohort sizes usually render the 

availability higher. Thus, we suggest adopting small cohort sizes, say 3 or 5. We do 

not suggest adopting the cohort size of 2, which leads to lower availability than those 

resulting from sizes of 3 and 5 for large up-probability p (e.g., for p>0.5). Note that 

most practical systems have large up-probability p, under which the cohort size of 2 

                                                 

*  A first-order linear difference equation of the form Xk=aXk1+b for k2 with X1 being the first term 

has as its kth term Xk=ak1(X1+b/(a1))(b/(a1)) if a1. 
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causes a relatively large probability of no site in a cohort being up, which prohibits 

the construction of any quorum. 

We now apply equation (2.2) to investigate the asymptotic value of quorum 

availability. When l goes to infinity, the term (1ps(1p)s)l1 goes to 0, and AV(l) 

goes to ps/(ps+(1p)s)=1/(1+((1p)/p)s). In other words, the asymptotic availability 

of quorums under Coh(l,s) is 1/(1+((1p)/p)s). For p=0.5, the asymptotic availability 

is 0.5 whatever the column size is. For p<0.5, (1p)/p is larger than 1 and thus ((1

p)/p)s increases as s grows. It is easy to see that the smaller s is, the larger the 

asymptotic availability is. For p>0.5, (1p)/p is less than 1 and thus ((1p)/p)s 

decreases as s grows. It is easy to see that the larger s is, the larger the asymptotic 

availability is. To sum up, smaller column sizes are preferable when p<0.5 and larger 

column sizes are preferable when p>0.5. However, we still suggest adopting small 

column sizes because the asymptotic availability is high even for small column sizes 

when p>0.5. For example, when s=3, the asymptotic availability is 0.998630, 

0.984615 and 0.927027 for p=0.9, 0.8 and 0.7, respectively. When s=4, the 

asymptotic availability is 0.999847, 0.996108 and 0.967365 for p=0.9, 0.8 and 0.7, 

respectively. 

2.5.2 Quorum size 

In this section, we analyze the size of quorums under Coh(l,s). The smallest 

quorums under Coh(l,s), l>>s, are of size s; such quorums are formed by including 

only all sites in the last cohort. However, under Coh(l,s), l>>s, the largest quorums, 

which are composed of one site from each of C1,...,Cl (note that C1 has only one site), 

is of size l=(n1)/s, which is of O(n). 
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Using the lower and the upper quorum size bounds to estimate critical section 

access cost may be too optimistic and too pessimistic respectively. Below, we 

analyze the expected quorum size as cost estimation of accessing the critical section. 

Let ES(l) denote the expected size of the quorum under Coh(l). We apply parameter f, 

which is also adopted in the tree quorum algorithm [AE91], to indicate the fraction 

of the quorums composed of only all sites in Cl (note that f is used in the tree quorum 

algorithm [AE91] to indicate the fraction of quorums including the root node). For 

l>1, we have 

ES(l)=fSl+(1f)(1+ES(l1))=(fSl+1f)+(1f)ES(l1)                     (2.3) 

The term fSl arises because there are f quorums of size Sl that are composed of 

only all sites in Cl. And the term (1f)(1+ES(l1) arises because there are (1f) 

quorums of size ES(l1)+1 that are composed of not all sites of Cl, but one site of Cl 

and one quorum under Coh(l1). Since C1 has only one site, a quorum under Coh(1) 

has size 1. We have ES(1)=1. 

When Coh(l,s), l>>s, is considered, the case of f=1 corresponds to the lower 

bound of the quorum size, which occurs when all the sites in Cl are always included 

in the quorum. On the other hand, the case of f=0 corresponds to the upper bound of 

the quorum size, which occurs when a larger quorum is always chosen instead of a 

smaller one. Note that the probability that all sites in Cl are up (i.e., pS) can reflect the 

value of f. For example, the value of f can be reflected by 0.653=0.274625 when 

p=0.65 and s=3. 

Under Coh(l,s) where S2=...=Sl=s, the recursive equation (2.3) can be regarded as 

a first-order linear difference equation and can be solved analytically. For f>0, we 

have 
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ES(l)=(1f)l1(1(fs+1f)/f)  +  (fs+1f)/f (2.4) 

When l goes to infinity (and so does n), the term (1f)l1 goes to 0, and hence ES(l) 

goes to (fs+1f)/f=s+(1/f)1, which is a constant. In other words, the expected size of 

the quorum under Coh(l,s) remains constant when n grows. It is easy to see that 

smaller s or larger f produces smaller asymptotic expected quorum size. Take the 

following four cases for example: (case 1) f=0.5, s=3 (case 2) f=0.5, s=5 (case 3) 

f=0.25, s=3 and (case 4) f=0.25, s=5. The asymptotic expected quorum sizes for these 

four cases are 4, 6, 6 and 8, respectively. 

2.5.3 Comparison 

In this subsection, we first compare the cohort coterie (i.e., C(l), the collection of 

all minimal quorums under Coh(l)) with the majority coterie [Tho79], the tree coterie 

[AE91], the hierarchical coterie [Kum91] and the Lovasz coterie [Nei93] in terms of 

quorum size and the nondominance property. Then, we further compare the 

availability of the cohorts coterie with those of the tree coterie and the majority 

coterie. 

Every quorum in the majority coterie is composed of over half of the system sites; 

therefore, its quorum size is (n+1)/2. The majority coterie is shown to be ND in 

[GB85] if the system has odd number of sites. 

The tree coterie is constructed by organizing system sites into a binary tree of 

log n levels. Its quorum is formed by obtaining all the sites along a root-to-leaf path, 

and if the root fails, the obtaining should then follow two paths: one root-to-leaf path 

of the left subtree plus one root-to-leaf path of the right subtree. The smallest quorum 

comprises all the sites along a root-to-leaf path, which is of size  
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log n, while the largest quorum comprises all leaf nodes, which is of size (n+1)/2. 

The tree coterie is shown to be ND in [NM92]. 

By organizing sites in leaves of a mutilevel tree with non-leaf nodes being logical, 

quorums of O(n0.63) size in a hierarchical coterie are formed. The quorum forming is 

hierarchical: a quorum corresponding to a node at level i is formed by collecting 

enough (over half) quorums corresponding to its child nodes at level i+1. Thus, any 

two quorums corresponding to the root have a non-empty intersection. The 

nondominance property of the hierarchical coterie, although not explicitly stated, can 

be inferred from some remarks (about coterie composition for hierarchical coteries) 

in [NM92]. 

The Lovasz coterie [Nei93] is based on the partition of the underlying set U. Let 

{P1,...,Pk} be a partition of U (i.e., PiPj= for ij and P1...Pk = U) such that  

Pi  = i. Then a quorum in a Lovasz coterie is formed by obtaining all the sites in Pi 

and one site from each Pj for all j > i. A similar quorum forming algorithm was 

proposed in [SW93a]. All quorums in a Lovasz coterie are of the same O(n0.5) size, 

and the Lovasz coterie has been shown to be ND in [Nei93] on the basis of a classical 

theorem, Theorem 2.1 in [GB85]. It is obvious that the list of (P1,...,Pk) is a special 

type of Cohorts structure; therefore, Lovasz coteries are a special type of cohort 

coteries. 

A summary of quorum sizes of the above-mentioned coteries and the cohort 

coterie appears in Table 2.1. Below, we further compare the quorum availability of 

the majority coterie (MC) [Tho79], the tree coterie (TC) [AE91] and the cohort 

coterie (CC) for 15- and 31-site systems. For cohort coteries, we assume that sites are 

arranged as Coh(5)=(C1,...,C5), where C1=1, C2=...=C4=3 and C5=5 (recall that 
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we suggest adopting small column sizes except 2) for the 15-site system, and as 

Coh(11,3) for the 31-site system. The formulas for calculating the availabilities of 

MC and TC are shown below. 

The availability of MC is given in [AE91] as  

Prob.(h sites are up) + Prob.(h+1 sites are up) + ... + Prob.(n sites are up) 

= [ ]C( , ) [ (1 ) ]( )n i p pi n i

i h

n

   



 , where h=(n+1)/2. 

Assuming system sites are organized as a binary tree T, the availability of TC is 

given in [AE91] as 

 

Availability(T) =  

Prob.(T's root is up)Availability(T's left subtree)Unavailability(T's right subtree) 

+   

Prob.(T's root is up)Unavailability(T's left subtree)Availability(T's right subtree) 

+   

Prob.(T's root is up)Availability(T's left subtree)Availability(T's right subtree) +   

Prob.(T's root is not up)  Availability(T's left subtree)  Availability(T's right 

subtree). 

 

Figures 2.3 and 2.4 depicts the availability comparisons of MC, TC and CC. 

From these figures, we can observe that TC's availability is better (resp., worse) than 

MC's when up-probability is smaller (resp., larger) than 0.5. We also observe that 

CC's availability is very close to TC's but CC's is larger (resp., smaller) when up-

probability is smaller (resp., larger) than 0.5. 

2.6 Summary 

In this chapter, we have devised a method to construct quorums of an ND coterie; 

the method survives network partitioning and can easily be extended to be a solution 
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to distributed mutual exclusion. With the aid of a logical structure named Cohorts, 

the method constructs quorums of constant size in the best case. When some sites are 

inaccessible, the quorum size increases gradually and may be as large as O(n), where 

n is the number of sites. However, the expected quorum size has been shown to 

remain constant as n grows. This is a desirable property since the message cost to 

access the critical section is directly proportional to the quorum size. In addition, the 

availability of the constructed quorum has been shown to be asymptotically high. 

With the two propertiesconstant expected quorum size and asymptotically high 

availability, the proposed method is thus applicable to systems possessing an 

increasing number of sites. We have also analyzed and compared the constructed 

quorums with others in terms of availability and quorum size. 
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MC TC HC LC CC 

Quorum size 

(Lower Bound) (n+1)/2 log n n
0.63

 n
0.5

 Constant 

Quorum size 

(Upper Bound) (n+1)/2 (n+1)/2 n
0.63

 n
0.5

 O(n) 

MC: The majority coterie. TC:  The tree coterie.  HC:  The hierarchical coterie. 

LC:  The Lovasz coterie.  CC:  The cohort coterie. 

Table 2.1 Bounds on quorum sizes for various coteries. 

 

 

Function Get_Quorum( Coh(l)=(C1,...,Cl): Cohorts Structure): Set; 

Var R,S,T: Set; 

If l < 1 Then Exit(failure);    // Illegal function call, claim failure // 

R = ;          // R: The set of available sites that have granted permissions. // 

 For (i = l,...,1 ) Do 

  S = Ci  R;     // S: The set of the sites whose permissions are necessary to make Ci the primary cohort. // 

  T = Obtain(S);  // Obtain(S) will try to get permissions form sites of S and return a set of sites that can grant permissions. // 

  If T = S Then Return( Min( RT, Ci,...,Cl) ); // Ci can be the primary cohort, and a minimal quorum is returned. // 

 If (RT)  Ci =  Then Exit(failure);      // No member of Ci grants its permission. Claim failure. // 

 If (Ci  R) =  Then R=R{t}, where tT.  // R does not cover Ci. So, add t of T into R  to make R covers Ci. // 

EndFor 

 Exit(failure);    // No quorum can be formed. Claim failure. // 

End Get_Quorum 

 

Function Min(R, Ci, ... ,Cl : Set): Set; 

For ( r  R ) Do If Cover(R{r}, Ci,...,Cl) Then R= R  {r}; EndFor 
// If r is not essential in the coverage of Ci,...,Cl, remove r from R. Note that we assume Cover(R, Ci,...,Cl) is a predicate 

   that returns true if R covers Ci+1,...,Cl and fully covers Ci for some i, and returns false, otherwise. // 

Return(R); 

End Min 

 
Figure 2.1  A function that can generate minimal quorums under Coh(l). 
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Figure 2.2  The availability of quorums under various Cohorts structures. 
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Figure 2.3  The availability comparison of various coteries for the 15-site system. 
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Figure 2.4  The availability comparison of various coteries for the 31-site system. 
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Chapter 3 

Constructing ND wr-coteries 

of constant expected quorum size 

 

 

1. Introduction 

In a distributed system, data can be replicated at different sites to tolerate site 

and/or network link failures. However, complex replica control schemes are required 

to make multiple replicas of a data object behave as a single one, i.e., to ensure one-

copy equivalence [BHG87]. Several replica control algorithms [AE90, AE91, BG84, 

CAA92, KC91, KRS93, Kum91, Nei92, Tho79] have been developed on the basis of 

quorum consensus concept, which is described below. Each replica is associated with 

a version number. A read operation should read-lock and access a read quorum of 

replicas and return the replica owning the largest version number. On the other hand, 

a write operation should write-lock and access a write quorum of replicas and then 

updates them with the new version number which is one more than the largest 

version number just encountered. To ensure that a read operation can always return 

the most up-to-date replica, any pair of a read and a write quorum and any two write 

quorums are required to have a non-empty intersection. The quorum-based replica 

control algorithms are fault-tolerant in the sense that even when network partitioning 

[DGS85] occurs and makes some replicas inaccessible, quorums containing only 

available replicas may still be found. 
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The wr-coterie concept [IK93] is usually used to formalize quorum-based replica 

control algorithms. A wr-coterie [IK93] is a pair (W, R), where W and R are families 

of quorums (sets) satisfying that each member of W or R has a non-empty 

intersection with any member of W. Among all the wr-coteries, nondominated (ND) 

wr-coteries [IK93] are preferable because they are candidates to achieve the highest 

availability, the probability that a quorum can be formed in an error-prone 

environment. Thus, we should concentrate on ND wr-coteries if availability is the 

main concern. 

In this chapter, we propose a method for constructing ND wr-coteries; the 

proposed method can easily be extended for maintaining replicated data consistency. 

The method utilizes a logical structure named Cohorts to construct quorums of O(1) 

(constant) size in the best case. When some replicas are inaccessible, the quorum size 

increases gradually and may be as large as O(n), where n is the number of replicas. 

However, the expected quorum size is shown to remain constant as n grows. This is a 

desirable property since the message cost for accessing replicated data is directly 

proportional to the quorum size. In addition, the availability of the constructed 

quorums is shown to be asymptotically high. With the two propertiesconstant 

expected quorum size and asymptotically high availability, the proposed solution is 

thus applicable to systems possessing an increasing number of replicas. We also 

analyze and compare the constructed quorums with others in terms of availability and 

quorum size. 

The remainder of this chapter is organized as follows. In Section 3.2, we 

elaborate some preliminaries of wr-coteries. Then, in Section 3.3, we introduce the 

Cohorts structure and show how to construct read quorums and write quorums with 
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its aid. In Section 3.4, we show that the pair of collections of the constructed read 

quorums and write quorums is an ND wr-coterie. In Section 3.5, we analyze and 

compare the constructed quorums with others in terms of availability and quorum 

size. At last, we conclude this chapter with Section 3.6 

3.2 Preliminaries of wr-coteries 

In this section, we show some preliminaries of wr-coteries. In the following 

discussion, we assume u1,...,un are all replicas and let U = {u1,...,un} be the 

underlying set that contains all replicas. 

A wr-coterie [IK93] (W, R) is a pair of two families of subsets of U satisfying 

(P1) Write-Write Intersection Property 

 G,H: G,HW: GH. 

(P2) Write-Read Intersection Property 

  G,H: GW, HR: GH. 

(P3) Write Quorum Minimality Property 

 G,H: G,HW: GH. 

(P4) Read Quorum Minimality Property 

 G,H: G,HR: GH. 

For example, let W={{u1,u2,u3}, {u1,u2,u4}, {u3,u4}}, R={{u1,u3}, {u1,u4}, 

{u2,u3}, {u2,u4}, {u3,u4}}, then the pair (W, R) is a wr-coterie since it satisfies all the 

properties (P1), (P2), (P3), and (P4). By the write-write and write-read intersection 

properties, wr-coteries can be used to formalize replica control algorithms. Note that 

the minimality properties are not necessary for the correctness of replica control but 

can be used to enhance efficiency. 

The domination concept for wr-coteries [IK93] can be used to compare two wr-

coteries in terms of the possibility of successful quorum forming. Let (W1,R1) and 

(W2,R2) be two wr-coteries. (W1,R1) is said to be dominated by (W2,R2) if and only if 

the following three statements are all satisfied 
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(1) W1W2 or R1R2  

(2) G: GW1: [H: HW2: HG] 

(3) G: GR1: [H: HR2: HG]. 

For example, let W1={{u1,u2,u3}, {u1,u2,u4}, {u1,u3,u4}, {u2,u3,u4}}, R1={{u1,u3}, 

{u1,u4}, {u2,u3}, {u2,u4}}, W2={{u1,u2,u3}, {u1,u2,u4}, {u3,u4}}, and R2={{u1,u3}, 

{u1,u4}, {u2,u3}, {u2,u4}, {u3,u4}}. Then, by definition, (W1,R1) and (W2,R2) are wr-

coteries, and (W1,R1) is dominated by (W2,R2). The dominating wr-coterie (W2,R2) 

has more chance than the dominated wr-coterie (W1,R1) for a quorum to be formed in 

an error-prone environment because if a quorum can be formed in the dominated one, 

then a quorum can be formed in the dominating one. Thus, we should always 

concentrate on nondominated (ND) wr-coteries [IK93] that no other wr-coterie can 

dominate, and we can claim that nondominated wr-coteries bias toward the highest 

availability. 

In Ibaraki and Kameda's work [IK93], any subset of U is represented by n-tuple 

vector X, X=(x1,...,xn)  {0,1}n where xi, 1in, is 1 (resp., 0) if ui is in (resp., not in) 

the subset. Let C be a family of subsets of U. Then, Boolean function fC : {0,1}n

{0,1} associated with C is defined as fC(X)
Q u Q

i

i 
 

C

{ }u . Note that we follow the 

convention of [IK93] and also use ui (which is an element of U) to represent the ith 

component of vector X. Function fC so defined has the property: fC(X)=1 if vector X 

represents a super set of some quorum in C; otherwise fC(X)=0. The dual f d
 of 

Boolean function f is defined as f d
=f '(X' ), where X' and f ' are complements of X 

and f, respectively. For example, under U={u1, u2, u3}, the set {u1, u2} is represented 

as (1,1,0); {u2, u3}, as (0,1,1); and {u1, u2, u3}, as (1,1,1). Let C={{u1, u2}, {u2, u3}, 
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{u1, u3}}, then fC(X) = (u1u2  u2u3  u1u3). f d

C
(X)= f '(X' )=(u1' u2'  u2' u3'  u1' 

u3' )' = (u1' u2')' (u2' u3')' (u1' u3')' =(u1  u2) (u2  u3) (u1  u3) = (u1u2  u2u3  u1u3). 

The association of a Boolean function with a family of sets provides a facile way 

for checking some properties for the family. For example, the following Theorem 3.1 

and Theorem 3.2 are actually Theorem 2.3 and Theorem 2.4 in [IK93], respectively. 

They are related to properties of a pair of families of subsets of U. 

 

Theorem 3.1. Let W and R be families of non-empty subsets of U satisfying the 

minimality properties (P3) and (P4). Then, the pair (W,R) is a wr-coterie if and only 

if (1) f
W
 f d

W
 and (2) f

W
 f d

R
. 

 

Theorem 3.2. Let W and R be as defined in Theorem 3.1. Then, the pair (W,R) is a 

nondominated wr-coterie if and only if (1) f
W
 f d

W
 and (2) f

W
= f d

R
. 

By Theorem 3.1 and Theorem 3.2, we can easily derive the following corollary 

that can be used to verify the nondominance of wr-coteries. 

 

Corollary 3.1. Let (W,R) be a wr-coterie. It is nondominated if and only if f
W

= f d

R
. •  

3.3 Construction of quorums 

In this section, we propose the Cohorts structure and two methods (functions 

Get_Write_Quorum and Get_Read_Quorum in Figure 3.1) that can generate read and 

write quorums with Cohort structure's help. 

A Cohorts structure Coh(l)=(C1,...,Cl) is a list of pairwise disjoint sets of replicas. 

Each set Ci is called a cohort and must satisfy Ci>1 for 1il (the necessity for this 

restriction will be explained later). For example, ({u1,u2}, {u3,u4,u5}, {u6,u7,u8,u9}) 
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and ({u1,u2,u3,u4,u5}, {u6,u7}, {u8,u9}) (with u1,...,u9 being replicas) are Cohorts 

structures. 

By organizing data replicas as Cohorts structure Coh(l)(C1,...,Cl), we define the 

write and read quorums as follows: 

 

A write quorum under Coh(l) is a set that contains all replicas of some cohort Ci, 

1il (note that i=1 is included), and one replica of each of the cohorts Ci+1,...,Cl. 

 

A read quorum under Coh(l) is either 

Type-1: a set that contains one replica of each of the cohorts C1,...,Cl. 

 or 

Type-2: a set that contains all replicas of some cohort Ci, 1<il (note that i=1 is 

excluded), and one replica of each of the cohorts Ci+1,...,Cl. 

 

For example, under Coh(2)=({u1,u2,u3}, {u4,u5}), the possible write quorums are 

{u4,u5}, {u1,u2,u3,u4}, {u1,u2,u3,u5}, and the possible read quorums are {u1,u4}, 

{u1,u5}, {u2,u4}, {u2,u5}, {u3,u4}, {u3,u5} (of type-1) and {u4,u5} (of type-2). Note 

that the write quorum definition and the type-2 read quorum definition are identical 

except that the latter does not include the sets composed of all replicas in C1 and one 

replica from each of C2,...,Cl. For the sake of efficiency, the sets just mentioned are 

not regarded as read quorums because each of them is a super set of a type-1 read 

quorum. 

In an extreme case, only all replicas in Cl can constitute a quorum that is of a 

constant size Cl. And in another extreme case, one replica from each of C1,...,Cl (for 

a type-1 read quorum) or all replicas in C1 together with one replica from each of 

C2,...,Cl (for a write quorum) can constitute a quorum. If the size of each Ci, 1il, is 

constant (or bounded above and below by a constant), then the quorum mentioned is 

of size O(n). 
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Two functions, Get_Write_Quorum and Get_Read_Quorum, which can 

respectively produce read quorums and write quorums under Coh(l) are shown in 

Figure 3.1. Note that we assume wlock(Ci) is a function that tries to write-lock and 

return replicas of Ci. It locks and returns (case 1) the set of all replicas of Ci if they 

are all lockable, or (case 2) a singleton set of one arbitrary lockable replica if more 

than one replica is lockable, or (case 3) an empty set, otherwise. Note that when 

wlock(C1) (i=1) is performed, (case 2) is ruled out, i.e., either the set of all replicas of 

C1 or an empty set is returned. Function rlock(Ci) is identical to wlock(Ci) except that 

rlock(Ci) uses read-lock instead of write-lock and that when rlock(C1) is performed, 

(case 1) is ruled out, i.e., either a singleton set of one lockable replica of C1 or an 

empty set is returned. 

 

3.4 Correctness 

Let W(l) denote the collection of all write quorums under Coh(l), and R(l), the 

collection of all read quorums. Below, we prove that the pair (W(l), R(l)), l1, is an 

ND wr-coterie. Note that later we call (W(l), R(l)) cohort coterie. 

Theorem 3.3. The pair (W(l), R(l)) is a wr-coterie for l1. 

Proof: The proof is by induction on the value of l. 

Basis (l=1): 

Consider Coh(1)({u1,...,um}), where m>1. Then, under Coh(1), the only write 

quorum is {u1,...,um} and the read quorums are {u1},...,{um}. It is obvious that these 

quorums satisfy all of (P1), (P2), (P3) and (P4). Therefore, (W(1), R(1)) is a wr-

coterie, and the theorem holds for the basis case. 

Induction Hypothesis: 
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We assume that (W(l), R(l)) is a wr-coterie satisfying (P1), (P2), (P3) and (P4) for 

some l, l1. 

Induction Step: 

Consider Coh(l+1)(C1,...,Cl+1). Let Cl+1={u1,...,um}, where m>1 (note that m 

should be larger than one according to the Cohorts structure definition in Section 2). 

Then, a write quorum of W(l+1) may be of the form: either (form-1) {u1,...,um} or 

(form-2) {ui}any quorum of W(l) for 1im. A read quorum of R(l+1) may be of 

the form: either (form-1) {u1,...,um} or (form-2) {ui}any quorum of R(l) for 1im. 

Below, we show that (W(l+1), R(l+1)) satisfies (P1), (P2), (P3) and (P4) on the basis 

of induction hypothesis. 

Satisfaction of (P1): The form-1 write quorum overlaps any form-2 write quorum 

since {u1,...,um}{ui}={ui}. Two form-2 write quorums overlap each other since 

by hypothesis any two quorums of W(l) overlap each other. (And trivially, the form-1 

write quorum overlaps itself.) 

Satisfaction of (P2): The form-1 write quorum overlaps any form-2 read quorum 

since {u1,...,um}{ui}={ui}. In the same way, the form-1 read quorum overlaps 

any form-2 write quorum. Any form-2 write quorum overlaps any form-2 read 

quorum since by hypothesis any quorum of W(l) overlaps any quorum of R(l). And 

obviously, the form-1 write quorum overlaps the form-1 read quorum. 

Satisfaction of (P3): The form-1 write quorum is not a proper subset of any form-2 

write quorum since {u1,...,um} is not a proper subset of any quorum in W(l) (by 

C1,...,Cl+1 being pairwise disjoint) and {u1,...,um}  {ui} (by m>1). Any form-2 write 

quorum is not a proper subset of the form-1 write quorum since any quorum in W(l) 

is not a proper subset of {u1,...,um} (by C1,...,Cl+1 being pairwise disjoint). Any form-

2 write quorum is not a proper subset of any form-2 write quorum since by 
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hypothesis any quorum in W(l) is not a proper subset of any quorum in W(l). (And 

trivially, the form-1 write quorum is not a proper subset of itself.) 

Satisfaction of (P4): The proof is similar to that provided in Satisfaction of (P3) 

and is omitted. 

By now, on the basis of induction hypothesis, we have shown that (W(l+1), 

R(l+1)) satisfies (P1), (P2), (P3) and (P4), which means (W(l+1), R(l+1)) is a wr-

coterie. 

Thus, by the induction principle, (W(l), R(l)) is a wr-coterie for arbitrary l, l1. •  

Now, the reason why we restrict each cohort of a Cohorts structure to contain 

more than one replica is clearit is for the correctness of the minimality properties 

(P3) and (P4). Note that the first cohort (C1) having only one replica will not violate 

the minimality properties but will make the set of all write quorums and the set of all 

read quorums identical. We prefer to have different sets of read and write quorums so 

that we can treat read and write operations differently when facing practical systems 

where the numbers of read and write operations are usually quite different. Therefore, 

we still limit C1 to contain more than one replica. 

 

By now, we have proved that (W(l),R(l)) is a wr-coterie. Below, we further prove 

that (W(l),R(l)) is nondominated. We start by showing the relation between f
W ( )l

 and 

f
l

d

R( )
 with the aid of Boolean algebra laws [Lip79]. 

Lemma 3.1. f
W ( )l

= f
l

d

R( )
 for l1. 

Proof: The proof is by induction on the value of l. 

Basis (l=1): 
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Consider Coh(1)({u1,...,um}), where m>1. Under Coh(1), the only write quorum 

is {u1,...,um} and the read quorums are {u1},...,{um}. We have f
W(1)

=(u1...um) and 

f
R( )1

=(u1 ...um). Since f d
R( )1 = (u1'  ...  um' )' = (u1' )'  ...  (um' )' = (u1 ...

um)= f
W(1)

 (by De Morgan's law and (ui' )
' = ui ), the lemma holds for the basis case. 

Induction Hypothesis: 

We assume that f
W ( )l

= f
l

d

R( )
 for some l, l1. 

Induction Step: 

Consider Coh(l+1)(C1,...,Cl+1). Let Cl+1={u1,...,um}, where m>1. Then, a quorum 

of W(l+1) may be of the form: either (1) {u1,...,um} or (2) {ui}  any quorum of W(l), 

for 1im. A quorum of R(l+1) may be of the form: either (1) {u1,...,um} or (2) {ui} 

 any quorum of R(l), for 1im. Thus, we have  fW(l+1) = ( 
i m1,...,

 ui )  ( 
i m1,...,

 ui 

fW(l)(X) ) and  fR(l+1) = ( 
i m1,...,

 ui )  ( 
i m1,...,

 ui fR(l)(X) ), where X is a vector that can 

represent subsets of C1...Cl. Note that below fW(l)(X) and fR(l) (X ) are occasionally 

abbreviated as fW(l) and fR(l), respectively. 

Below, we show that f
l

d

R( )1
 = fW(l+1) on the basis of induction hypothesis. We 

have 

fR(l+1) = ( 
i m1,...,

 ui )  ( ( 
i m1,...,

 ui )  fR(l) ) (by distributive law) 

= ( 
i m1,...,

 ui )  ( fR(l)  ( 
i m1,...,

 ui ) ) (by commutative law). 

Therefore, 

f
l

d

R( )1
 =  ( ( 

i m1,...,
 ui' )  (  fR(l)(X' )  ( 

i m1,...,
 ui' ) ) )' (by definition of f

l

d

R( )1
)  

= ( 
i m1,...,

 ui' )
'  (  fR(l) (X' )  ( 

i m1,...,
 ui' ) )

' (by De Morgan's law) 

= ( 
i m1,...,

 ui' )
'  ( f

l
'

R( )
 (X' )  ( 

i m1,...,
 ui' )

' ) (by De Morgan's law) 

= ( 
i m1,...,

 (ui' )
' )  ( f

l
'

R( )
(X' )  ( 

i m1,...,
 (ui' )

' ) ) (by De Morgan's law) 

= ( 
i m1,...,

 ui)  ( f
l

'
R( )

 (X' )  ( 
i m1,...,

 ui) ) (by involution law, i.e., (ui' )
' = ui ) 
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= ( 
i m1,...,

 ui)  ( f
l

d

R( )
  ( 

i m1,...,
 ui) ) (since f

l

d

R( )
= f

l
'

R( )
(X') by definition) 

= ( 
i m1,...,

 ui)  ( fW(l)  ( 
i m1,...,

 ui) ) (since f
W ( )l

= f
l

d

R( )
 by hypothesis) 

= ( ( 
i m1,...,

 ui)  fW(l) )  ( ( 
i m1,...,

 ui)  ( 
i m1,...,

 ui) ) (by distributive law) 

= ( ( 
i m1,...,

 ui)  fW(l) )  ( 
i m1,...,

 ui)  (since ( 
i m1,...,

ui)  ( 
i m1,...,

ui) = ( 
i m1,...,

ui) ) 

= ( 
i m1,...,

 ui)  ( ( 
i m1,...,

 ui)  fW(l) ) (by commutative law) 

= ( 
i m1,...,

 ui )  ( 
i m1,...,

 ui fW(l) ) (by distributive law) 

=fW(l+1) 

Therefore, by the induction principle, we have f
W( )k

= f
k

d

R( )
 for any l, l1.  •  

Theorem 3.4. (W(l),R(l)) is a nondominated wr-coterie for any l, l1. 

Proof: This is a direct consequence of Theorem 3.3, Lemma 3.1, and Corollary 3.1. 

 •  
 

3.5 Analysis and comparison 

In this section we analyze and compare the quorums under Coh(l) with some 

other types of quorums in terms of availability and quorum size. Below, we assume 

that all data replicas have the same up-probability p, the probability that a single 

replica is up (i.e., accessible). We also use Si to denote Ci for 1il, where Ci is the 

ith cohort of Coh(l)=(C1,...,Cl). 

3.5.1 Availability 

The read (resp., write) availability is defined to be the probability of a read (resp., 

write) quorum being successfully formed in an error-prone environment. For l>1, if 

all replicas in Cl are up, then a read (or write) quorum under Coh(l) can be formed. 

On the other hand, if at least one replica but not all replicas in Cl are up, then one of 

the up replicas together with a read (resp., write) quorum under Coh(l1) can form a 

read (resp., write) quorum under Coh(l). Let AVR(l) denote the availability of read 
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quorums under Coh(l), and AVW(l), the availability of write quorums under Coh(l). 

For l>1, we have 

AVR(l) = Prob.(all replicas in Cl are up) + 

    Prob.(at least one replica but not all replicas in Cl are up)  AVR(l1)  

   = pSl + (1 pSl  (1p)Sl )AVR(l1)                (3.1) 

AVW(l) = Prob.(all replicas in Cl are up) + 

    Prob.(at least one replica but not all replicas in Cl are up)  AVW(l1)  

   = pSl + (1 pSl  (1p)Sl )AVW(l1)                (3.2) 

For l=1, if at least one replica in C1 is up, then a read quorum under Coh(1) can be 

formed. And all replicas in C1 are required to be up to form a write quorum under 

Coh(1). Thus, we have AVR(1)=(1(1p)S1) and AVW(1)=pS1 . 

A fixed number of replicas can be arranged as a variety of Cohorts structures. To 

reduce the number of analysis cases, we limit all cohorts to have the same size s; that 

is, we assume C1=...=Cl=s (i.e., S1=...=Sl=s) for Coh(l)=(C1,...,Cl). Below, we use 

Coh(l,s) to denote such a structure. 

When Coh(l,s) is considered, the recursive equations (3.1) and (3.2) can be 

regarded as first-order linear difference equations [DOSE86]*, which can be solved 

analytically. We have 

AVR(l)=(1ps(1p)s)l1(1(1p)sps/(ps+(1p)s))  +  (ps/(ps+(1p)s))       (3.3) 

AVW(l)=(1ps(1p)s)l1(psps/(ps+(1p)s))  +  (ps/(ps+(1p)s))         (3.4) 

We first apply equations (3.3) and (3.4) to investigate the influence of cohort 

sizes under a fixed number of replicas. We assume the following Cohorts structures 

for a 30-replica system: Coh(15,2), Coh(10,3), Coh(6,5), Coh(5,6), Coh(3,10) and 

Coh(2,15). The read availabilities corresponding to those structures are depicted in 

                                                 
* A first-order linear difference equation of the form Xk=aXk1+b for k2 with X1 being the first term 

has as its kth term Xk=ak1(X1+b/(a1))(b/(a1)) if a1. 
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Figure 3.2, which reveals that larger cohort sizes usually render the read availability 

higher (because they make the construction of type-1 read quorums easier). The write 

availabilities corresponding to those structures are depicted in Figure 3.3, which 

reveals that smaller cohort sizes usually render the write availability higher (because 

they make the construction of write quorums easier). 

There are trade-offs between the read availability and the write availability. 

However, one can choose a proper cohort size according to practical situations, such 

as the fractions of read and write operations, and the constraints on the lowest read or 

write availabilities, etc. Since the read availabilities are on the upper side and the 

write availabilities are on the lower side, we suggest adopting small cohort sizes, say 

3 or 5, so that both the read and write availabilities are comparably high. We do not 

suggest adopting the cohort size of 2, which leads to lower write availabilities than 

those resulting from sizes of 3 and 5 for large up-probability p (e.g., for p>0.75). 

Note that most practical systems have large up-probability p, under which the cohort 

size of 2 causes a relatively large probability of no replica in a cohort being up, 

which prohibits the construction of any quorum. 

We now apply equations (3.3) and (3.4) to investigate the asymptotic value of 

quorum availability. When l goes to infinity, the term (1ps(1p)s)l1 goes to 0, and 

both AVR(l) and AVW(l) go to ps/(ps+(1p)s)=1/(1+((1p)/p)s). In other words, the 

asymptotic availability of the quorums under Coh(l) is 1/(1+((1p)/p)s). For p=0.5, 

the asymptotic availability is 0.5 whatever the cohort size is. For p<0.5, (1p)/p is 

larger than 1 and thus ((1p)/p)s increases as s grows. It is easy to see that the smaller 

s is, the larger the asymptotic availability is. For p>0.5, (1p)/p is less than 1 and 

thus ((1p)/p)s decreases as s grows. It is easy to see that the larger s is, the larger the 
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asymptotic availability is. To sum up, smaller cohort sizes are preferable when p<0.5 

and larger cohort sizes are preferable when p>0.5. However, we still suggest 

adopting small cohort sizes because the asymptotic availability is high even for small 

cohort sizes when p>0.5. For example, when s=3, the asymptotic availability is 

0.998630, 0.984615 and 0.927027 for p=0.9, 0.8 and 0.7, respectively. When s=4, the 

asymptotic availability is 0.999847, 0.996108 and 0.967365 for p=0.9, 0.8 and 0.7, 

respectively. 

3.5.2 Quorum size 

In this section, we analyze the size of quorums under Coh(l,s). Both the smallest 

read and write quorums under Coh(l,s), l>>s, are of size s; such quorums are formed 

by including only all replicas in the last cohort. This is a desirable property since the 

message cost for accessing replicated data is directly proportional to the quorum size. 

However, the size of the largest quorums under Coh(l,s), l>>s, are of size O(n). The 

largest read quorum, which is composed of one replica from each of C1,...,Cl, is of 

size l=n/s. And the largest write quorum, which is composed of all replicas of C1 and 

one replica from each of C2,...,Cl, is of size s+l1=s+n/s1. 

Using the lower and the upper quorum size bounds to estimate data access cost 

may be too optimistic and too pessimistic respectively. Below, we analyze the 

expected quorum size as estimation of average cost for accessing replicated data. Let 

ESR(l) and ESW(l) denote respectively the expected sizes of read and write quorums 

under Coh(l). We apply parameter f, which is also adopted in the tree quorum 

algorithm [AE91], to indicate the fraction of the quorums composed of only all 

replicas in Cl (note that f is used in the tree quorum algorithm [AE91] to indicate the 

fraction of quorums including the root node). For l>1, we have 
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ESR(l)=fSl+(1f)(1+ESR(l1))=(fSl+1f)+(1f)ESR(l1)   (3.5) 

ESW(l)=fSl+(1f)(1+ESW(l1))=(fSl+1f)+(1f)ESW(l1)   (3.6) 

The term fSl arises because there are f quorums of size Sl that are composed of 

only all replicas in Cl. And the term (1f)(1+ESR(l1) (resp., (1f)(1+ESW(l1) ) 

arises because there are (1f) quorums of size ESR(l1)+1 (resp., ESW(l1)+1) that 

are composed of not all replicas of Cl, but one replica of Cl and one quorum under 

Coh(l1). Since one arbitrary replica of C1 can form a read quorum under Coh(1), 

and all replicas in C1 can form a write quorum under Coh(1), we have ESR(1)=1 and 

ESW(1)=S1. 

When Coh(l,s), l>>s, is considered, the case of f=1 corresponds to the lower 

bound of the quorum size, which occurs when all the replicas in Cl are always 

included in the quorum. On the other hand, the case of f=0 corresponds to the upper 

bound of the quorum size, which occurs when a larger quorum is always chosen 

instead of a smaller one. Note that the probability that all replicas in Cl are up (i.e., pS) 

can reflect the value of f. For example, the value of f can be reflected by 

0.653=0.274625 when p=0.65 and s=3. 

Under Coh(l,s) where S1=...=Sl=s, the recursive equations (3.5) and (3.6) can be 

regarded as first-order linear difference equations and can be solved analytically. For 

f>0, we have 

ESR(l)=(1f)l1(1(fs+1f)/f)  +  (fs+1f)/f   (3.7) 

ESW(l)=(1f)l1(s(fs+1f)/f)  +  (fs+1f)/f   (3.8) 

When l goes to infinity (and so does n), the term (1f)l1 goes to 0, and hence 

both ESR(l) and ESW(l) go to (fs+1f)/f=s+(1/f)1, which is a constant. In other words, 

the expected size of the quorum under Coh(l,s) remains constant when n grows. It is 
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easy to see that smaller s or larger f produces smaller asymptotic expected quorum 

size. Take the following four cases for example: (case 1) f=0.5, s=3 (case 2) f=0.5, 

s=5 (case 3) f=0.25, s=3 and (case 4) f=0.25, s=5. The asymptotic expected quorum 

sizes for these four cases are 4, 6, 6 and 8, respectively. 

3.5.3 Comparison 

In this section we first describe some related algorithms [AE91, BG84, CAA92, 

Kum91, KRS93, KC91, Nei92, Tho79] that generate quorums of a wr-coterie. We 

then compare the cohort coterie (CC) with the wr-coteries corresponding to these 

algorithms in terms of quorum size, quorum availability and the nondominance 

property. 

The simplest replica control scheme is the read-one-write-all algorithm (ROWA) 

[BG84], in which any replica can form a read quorum and all the replicas can form a 

write quorum. ROWA can be regarded as a special case of our proposed method—

when the Cohorts structure with only one cohort containing all the replicas is applied. 

The wr-coterie corresponding to ROWA (referred to as ROWAC later) is thus ND. 

The majority quorum algorithm [Tho79] requires both the read and the write 

quorums to have over half (i.e., at least (n+1)/2) replicas; thus, its quorum size is 

O(n). The wr-coterie corresponding to the majority quorum algorithm (denoted as 

MC) has been shown to be ND if n is odd [GB85] 

Some algorithms [AE91, Kum91] form quorums with the aid of tree structures. 

By placing replicas in leaves of a mutilevel tree with non-leaf nodes being logical, 

the hierarchical quorum algorithm [Kum91] achieves O(n0.63) quorum size. Its 

quorum forming is hierarchical: a quorum of a node at level i is formed if enough 

(over half) quorums of its child nodes at level i+1 are formed. Thus, any two 
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quorums formed at the root have a non-empty intersection and can be used as a write 

(or read) quorum. Although not explicitly stated, the wr-coterie corresponding to the 

hierarchical quorum algorithm (referred to as HC later) can be proved to be ND with 

some remarks in [NM92]. It is ND if each non-leaf node has odd number of child 

nodes in the multilevel tree. 

Assuming replicas are logically organized as a binary tree, the tree quorum 

algorithm [AE91] has log n quorum size in the best case. Its quorum forming (for 

both read and write quorums) is recursive and can be regarded as attempting to 

obtain replicas from nodes along a root-to-leaf path. If the root fails, then the 

obtaining should follow two paths: one root-to-leaf path on the left subtree and one 

root-to-leaf path on the right subtree. The largest quorum is composed of all leaf 

nodes and is of size (n+1)/2; however, it has been shown in [AE91] that the tree 

quorum algorithm has O(log n) quorum size for most practical environments. The 

wr-coterie corresponding to the tree quorum algorithm (referred to as TC later) has 

been shown to be ND in [MN92]. 

In the grid algorithm [CAA92], replicas are organized as a rectangular grid of l 

rows and m columns, where lm=n (the number of replicas). A column-cover, which 

contains one replica of each column, can form a read quorum, and a column-cover 

along with all replicas of some column can form a write quorum. Thus, a read 

quorum contains m replicas and a write quorum contains l+m1 replicas. If a square 

grid is assumed, i.e., l=m= n , then both the read and write quorums have O( n ) 

size. 

The wr-coterie corresponding to the grid algorithm (referred to as GC later) is 

dominated by CC (the cohort coterie), which means that if a quorum can be formed 
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in GC then a quorum can be formed in CC. Below, we verify the last statement. 

Consider the Cohorts structure Coh(l,s), which is exactly a l-column, s-row grid 

structure. Under such a structure, a write quorum of GC is a super set of some write 

quorum under Coh(l,s) (by the definitions of the two quorums discussed), and a read 

quorum of GC is actually a type-1 read quorum under Coh(l,s) (and CC still has type-

2 read quorums). Therefore, we can conclude that GC is dominated by CC. 

In the hierarchical grid algorithm [KC91], a hierarchical grid structure is used in 

which nodes at the lowest level 0 are physical replicas and nodes at level i (i>0) are 

defined as a square grid of level i1 nodes. The quorum forming is recursive and is 

identical to that of the grid algorithm if viewed at a single level. The read (resp., 

write) quorum formed at the top level allows a read (resp., write) operation to 

proceed. If a square grid structure is assumed in each level, the hierarchical grid 

algorithm also owns O( n ) quorum size for both write and read quorums. The 

hierarchical grid algorithm has the property that its quorum availability increases 

asymptotically when more replicas are used, a property not owned by grid algorithm. 

The wr-coterie corresponding to the hierarchical grid algorithm (referred to as HGC 

later) is dominated since GC is dominated. 

The general grid algorithm [KRS93] improves the grid algorithm by regarding 

either a column-cover or a full column of replicas as a read quorum (this 

improvement was also suggested independently in [Nei92]) and by allowing the 

existence of empty (hollow) grid positions that correspond to no data replica. It has 

been shown in [KRS93] that empty grid positions usually make quorum availability 

higher. The wr-coterie corresponding to the general grid algorithm (referred to as 

GGC later) has been shown to be ND in [KRS92]. GGC has the same write quorum 
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size as GC and any GGC's write quorum is a super set of some CC's write quorum. 

However, any CC's read quorum is a super set of some GGC's read quorum. 

A summary of quorum sizes of some of the discussed wr-coteries appears in 

Table 3.1. Availability comparisons of CC, ROWAC, MC and TC for 15- and 31-

replica systems appear in Figures 3.4 and 3.5. When CC is concerned, we assume 

that replicas are arranged as Coh(5,3) in the 15-replica system, and as 

Coh(10)=(C1,...,C10), where C1 =...= C9 =3 and C10 =4, in the 31-replica system 

(recall that we suggest adopting small cohort sizes except 2). The formulas for 

calculating the availabilities of ROWAC, MC and TC are discussed below. 

It is easy to see that ROWAC's read and write availabilities are 1(1p)n and pn, 

respectively. MC does not differentiate read quorums from write quorums. Its 

availability is given in [AE91] as  

 

Prob.(h replicas are up) + Prob.(h+1 replicas are up) + ... + Prob.(n replicas are up) 

= [ ]C( , ) [ (1 ) ]( )n i p pi n i

i h

n

   



 , where h=(n+1)/2. 

Assuming data replicas are organized as a binary tree T, TC's availability is given in 

[AE91] as 

 

Availability(T) =  

Prob.(T's root is up)Availability(T's left subtree)Unavailability(T's right subtree) 

+   

Prob.(T's root is up)Unavailability(T's left subtree)Availability(T's right subtree) 

+   

Prob.(T's root is up)  Availability(T's left subtree)  Availability(T's right subtree) 

+   

Prob.(T's root is not up)  Availability(T's left subtree)  Availability(T's right 

subtree). 
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Figures 3.4 and 3.5 reveal that the read availability and the write availability of 

ROWAC are almost bounds of those of other wr-coteries. The availability of TC is 

better (resp., worse) than that of MC when up-probability is smaller (resp., larger) 

than 0.5. For a wide range of up-probabilities, the read (resp., write) availability of 

CC is a little better (resp. worse) than the availability of TC. 

3.6 Summary 

In this chapter, we have devised a method to construct quorums of an ND wr-

coterie; the method survives network partitioning and can easily be extended to 

maintain replicated data consistency. With the aid of a logical structure named 

Cohorts, the method constructs quorums of constant size in the best case. When 

some replicas are inaccessible, the quorum size increases gradually and may be as 

large as O(n), where n is the number of replicas. However, the expected quorum size 

has been shown to remain constant as n grows. This is a desirable property since the 

message cost for accessing the replicated data is directly proportional to the quorum 

size. In addition, the availability of the constructed quorum has been shown to be 

asymptotically high. With the two propertiesconstant expected quorum size and 

asymptotically high availability, the proposed method is thus applicable to systems 

possessing an increasing number of replicas. We have also analyzed and compared 

the constructed quorums with others in terms of availability and quorum size. 
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 MC HC TC GC HGC CC 

Lower 

Bound (n+1)/2
 O(n

0.63
) log n

 O(n
0.5

) O(n
0.5

) s 

Upper 

Bound (n+1)/2
 O(n

0.63
) (n+1)/2

 O(n
0.5

) O(n
0.5

) O(n) 

 

MC: The wr-coterie corresponding to the majority quorum algorithm [Tho79]. 

HC: The wr-coterie corresponding to the hierarchical quorum algorithm [Kum91]. 

TC: The wr-coterie corresponding to the tree quorum algorithm [AE91].  

GC: The wr-coterie corresponding to the grid algorithm [CAA92]. 

HGC: The wr-coterie corresponding to the hierarchical grid algorithm [KC91]. 

CC: The cohort coterie (under Coh(l,s), where l>>s). 

Table 3.1  Bounds on quorum sizes for various wr-coteries. 
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Function Get_Write_Quorum( Coh(l)=(C1,...,Cl): Cohorts Structure): Set; 

Var S: Set; 

 If l < 1 Then Exit(failure);    // Illegal function call, claim failure // 

 S = wlock(Cl); 

 If  S = Cl  Then Return(S); 

 If S = 1   Then Return(SGet_Write_Quorum(Coh(l1)=(C1,...,Cl1)); 

 If  S =   Then Exit(failure);   // Unable to form a write quorum, claim failure // 

End Get_Write_Quorum 

 

Function Get_Read_Quorum( Coh(l)=(C1,...,Cl): Cohorts): Set; 

Var S: Set; 

 If l < 1 Then Exit(failure);    // Illegal function call, claim failure // 

 S = rlock(Cl); 

 If  S = Cl  Then Return(S); 

 If S = 1 and l > 1 Then Return(SGet_Read_Quorum(Coh(l1)=(C1,...,Cl1)); 

 If S = 1 and l = 1 Then Return(S); 

 If  S =   Then Exit(failure);   // Unable to form a read quorum, claim failure // 

End Get_Read_Quorum 

 
Figure 3.1  Functions that can generate read and write quorums under Coh(l). 
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Figure 3.2  The availability of read quorums under various Cohorts structures. 
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Figure 3.3  The availability of write quorums under various Cohorts structures. 
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Figure 3.4  The availability comparison of various wr-coteries 
for the 15-replica system. 
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Figure 3.5  The availability comparison of various wr-coteries 
for the 31-replica system. 
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Chapter 4 

Constructing k-coteries 

of constant expected quorum size 

 

 

1. Introduction  

A distributed system is a collection of sites that may communicate with each 

other by exchanging messages. K-mutual exclusion algorithms concern themselves 

with controlling the sites such that at most k sites can simultaneously access their 

critical sections. Such algorithms can be used to coordinate the sharing of a resource 

that can be allocated to no more than k sites at a time. Several distributed k-mutual 

exclusion algorithms [FYA91, HJK93, KFYA94, Nai93, Ray89, SR92] are proposed 

in the literature; some of them [FYA91, HJK93, KFYA94] rely on the concept of k-

coteries. A k-coterie [FYA91, HJK93] is a family of sets (called quorums) in which 

any (k+1) quorums contain at least a pair of quorums intersecting each other. The 

concept of k-coteries is an extension of that of coteries [GB85]; that is, an 1-coterie 

(the value of k is taken as 1) is exactly a coterie. K-mutual exclusion algorithms using 

k-coteries require a site to collect enough permissions (votes) to form a quorum 

before accessing the critical section; they are fault-tolerant in the sense that a quorum 

may still be formed even when network partitioning [DGS85] occurs and makes 

some sites unavailable. 
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In this chapter, we propose a method for constructing k-coteries; the method can 

easily be extended to be a solution to distributed k-mutual exclusion. The solution 

utilizes a logical structure named Cohorts to construct quorums of O(k) (k is a 

constant independent of n) size in the best case. When some sites are inaccessible, 

the quorum size increases gradually and may be as large as O(n), where n is the 

number of sites. However, the expected quorum size is shown to remain constant as 

n grows. This is a desirable property since the message cost for accessing the critical 

section is directly proportional to the quorum size. We have also analyzed the 

availability of the constructed quorums and find that the availability of the 

constructed quorums is comparably high in comparison with those of relevant ones. 

The remainder of this chapter is organized as follows. In section 4.2, we elaborate 

the concept of k-coteries. Then, in Section 4.3, we introduce the Cohorts structure 

and show how to construct quorums with its aid. In Section 4.4, we show that the 

collection of the constructed quorums is an k-coterie. In Section 4.5, we analyze and 

compare the constructed quorums with others in terms of availability and quorum 

size. At last, we conclude this chapter with Section 4.6 

4.2 Preliminaries of k-coteries 

A k-coterie [FYA91] C is a family of non-empty subsets of an underlying set U, 

which is a set containing all system sites u1,...,un. Each member Q in C is called a 

quorum, and the following properties should hold for the quorums. The reader should 

note that an 1-coterie (the value of k is taken as 1) is exactly a coterie [GB85] 

introduced in Chapter 2. 
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Non-intersection Property: 

For any h (< k) pairwise disjoint quorums Q1, ... , Qh in C, there exists one quorum 

Qh+1 in C such that Q1, ..., Qh+1 are pairwise disjoint. 

 

Intersection Property: 

There are no m, m > k, pairwise disjoint quorums in C (i.e., there are at most k 

pairwise disjoint quorums in C). 

 

Minimality Property: 

There are no two quorums Q1 and Q2 in C such that Q1 is a super set of Q2. 

 

For example, {{u1, u3}, {u1, u4}, {u2, u3}, {u2, u4}} is a 2-coterie under 

U={u1,...,u4} because it satisfies all the properties of a 2-coterie—given one quorum 

Q1, we can always find another quorum Q2 such that Q1 and Q2 are disjoint; there are 

at most two pairwise disjoint quorums; and every quorum is not a super set of 

another quorum. 

By the intersection and the non-intersection properties, the k-coterie can be used 

to develop algorithms to achieve k-entry critical sections. To enter the critical section, 

a site is required to receive permissions from all the members of some quorum in the 

system. By the intersection property, no more than k sites can form quorums 

simultaneously, so no more than k sites can access the critical section at the same 

time. The non-intersection property assures that if there exists one unoccupied entry 

of the critical section, then some site that waits for entering the critical section can 

proceed. Again, the minimality property for the k-coterie is for the enhancement of 

efficiency. 

4.3 Construction of quorums 
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In this section, we present the Cohorts structure and propose an algorithm 

(function Get_Quorum in Figure 4.1) that can generate quorums with its help. 

A Cohorts structure Coh(k,l)=(C1,...,Cl) is a list of pairwise disjoint sets; each set 

Ci is called a cohort. The Cohorts structure should observe the following two 

properties: 

(P1) C1=k. 

(P2) i : 1<il: Ci>max(2k2,k), where max(a,b)=a, if ab; otherwise, max(a,b)=b. 

   (Note that max(2k2, k)=2k2 when k >1; max(2k2, k)=k when k=1.) 

To sum up, a Cohorts structure Coh(k,l) has l pairwise disjoint cohorts with the 

first cohort having k members and the other cohorts having more than 2k2 members 

(or more than one member when k=1). For example, ({u1, u2}, {u3, u4, u5}, {u6, u7, u8, 

u9, u10}) is Coh(2,3) since it has three pairwise disjoint cohorts with the first cohort 

and the other cohorts having 2 (=k) and more than 2 (=2k2) members, respectively. 

In this chapter, a member of a cohort is assumed as a physical site in the system, 

and henceforth, the words "site" and "member" are used exchangeably. 

A set Q is said to be a quorum under Coh(k,l) if some cohort Ci in Coh(k,l) is 

Q's primary cohort, and each cohort Cj, j > i, is Q's supporting cohort, where  
 

(D1) a cohort C is Q's primary cohort if QC=C(k1) (i.e., Q contains all except 

k1 members of C), and 

(D2) a cohort C is Q's supporting cohort if QC=1 (i.e., Q contains exactly one 

member of C). 

 

For example, the following sets are quorums under Coh(2,2)=({u1,u2}, 

{u3,u4,u5}): 

Q1={u3, u4}, Q2={u3, u5}, Q3={u4, u5}, 
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Q4={u1, u3}, Q5={u1, u4}, Q6={u1, u5}, 

Q7={u2, u3}, Q8={u2, u4}, Q9={u2, u5}. 

Quorums Q1,...,Q3 take {u3, u4, u5} as their primary cohort and no supporting cohort 

is needed, and quorums Q4,...,Q9 take {u1, u2} as their primary cohort and {u3, u4, u5} 

as their supporting cohort. It is easy to check that these nine sets constitute a 2-

coterie. 

Note that for a quorum Q under Coh(k,l), the larger Q's primary cohort's index 

(subscript) is, the fewer the number of Q's supporting cohorts is. No supporting 

cohort is necessary when Cl is selected as Q's primary cohort. 

A function called Get_Quorum, which can produce quorums under Coh(k,l), is 

shown in Figure 4.1. Function Get_Quorum can be modified and extended to solve 

the distributed k-mutual exclusion problem. In such a case, as in other quorum-based 

algorithms, a site is allowed to access the critical section after obtaining permissions 

from all sites of a quorum; a site is to return all its obtained permissions on leaving 

the critical section. Since a site may hold some permissions while waiting for other 

permissions, deadlock may thus occur. Mechanism proposed in [Mae85] or [San87] 

or [KFYA94] may be incorporated to avoid deadlock (and starvation); however, the 

details are not our focus and are thus omitted. 

4.4 Correctness 

In this subsection, we prove that the collection of quorums under Coh(k,l) is a k-

coterie. Below, we will refer to such a k-coterie as cohort coterie. 

 

Theorem 4.1. The collection of quorums under Coh(k,l) is a k-coterie for any l, l1. 

Proof: (by induction on the value of l) 
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Basis: l=1. 

Consider Coh(k,1)=(C1). Let C1 be {u1,...,uk} (note that by (P1) C1=k). Then, all 

the quorums under Coh(k,1) are {u1},...,{uk}. Those quorums obviously satisfy the 

non-intersection, the intersection, and the minimality properties of a k-coterie; hence, 

the theorem holds for the basis case. 

Induction Hypothesis: 

Assume the collection of quorums under Coh(k,l1) is a k-coterie, i.e., quorums 

under Coh(k,l1) satisfy the non-intersection, the intersection, and the minimality 

properties. 

Induction Step: 

On the basis of the induction hypothesis, we show below that quorums under 

Coh(k,l) satisfy the non-intersection, the intersection, and the minimality properties 

of a k-coterie. 

Let Cl={u1,...,us}, where s=Cl>max(2k2, k) (by (P2)). Then, a quorum under 

Coh(k,l) may be of the form: either (form-1) a set of s(k1) members of Cl, or 

(form-2) {ui}  a quorum under Coh(k,l1), 1is. Note that Cl serves as the 

primary cohort for a form-1 quorum, and serves as a supporting cohort for a form-2 

quorum. 

 Satisfaction of the non-intersection property: 

Suppose there are h, h<k, pairwise disjoint quorums Q1,...,Qh under Coh(k,l). We 

show that there still exists one quorum Qh+1 under Coh(k,l) such that Q1,...,Qh+1 are 

pairwise disjoint. There are two cases to consider: (1) all h quorums are of form-2, 

and (2) one quorum is of form-1 and h1 quorums are of form-2. Note that at most 

one of the quorums Q1,...,Qh can be of form-1, for any two quorums of form-1 are not 

disjoint because s(k1)+s(k1)>s (by s>max(2k2, k) ). 
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(1) All h quorums Q1,...,Qh are of form-2: 

It follows that Q1,...,Qh take totally h (h<k) sites from Cl with sh sites left. Note 

that sh>sks(k1). Let Qh+1 be a set that involves sk+1 sites left in Cl. It is 

obvious that Qh+1 is a quorum under Coh(k,l) and Q1,...,Qh+1 are pairwise disjoint. 

(2) One quorum (say Qh) is of form-1, and h1 quorums (say Q1,...,Qh1) are of 

form-2: 

It follows that Qh takes s(k1) sites from Cl and each of Q1,...,Qh1 takes one site 

from Cl. So, there are s(s(k1)+(h1))=kh (> 0, by h<k) sites left in Cl. Suppose 

that each form-2 quorum Qi, 1ih1, contains a quorum Ri under Coh(k,l1), where 

R1,...,Rh1 are pairwise disjoint. Then, by hypothesis, we can find a quorum R under 

Coh(k,l1) such that R1,...,Rh1 and R are pairwise disjoint. Let Qh+1 = R  the set of 

one arbitrary site left in Cl. It is obvious that Qh+1 is a quorum under Coh(k,l) and 

Q1,...,Qh+1 are pairwise disjoint. 

 Satisfaction of the intersection property: 

Assume that there are m, m>k, pairwise disjoint quorums under Coh(k,l). There 

are three cases to consider: (1) all m quorums are of form-2, (2) one quorum is of 

form-1 and m1 quorums are of form-2, and (3) at least tow quorums are of form-1. 

For each case, we show that a contradiction occurs to conclude that there are at most 

k pairwise disjoint quorums under Coh(k,l). 

(1) All m quorums are of form-2: 

This means that there are m, m>k, pairwise disjoint quorums under Coh(k,l1), 

which is a contradiction because, by hypothesis, there are at most k pairwise disjoint 

quorums under Coh(k,l1). 
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(2) One quorum (say Qm) is of form-1, and m1 quorums (say Q1,...,Qm1) are of 

form-2: 

This means that Qm obtains s(k1) sites from Cl, and Q1,...,Qm1 obtain totally  

m1 sites from Cl. This is a contradiction since s(k1)+m1=s+(mk)>s (by m>k). 

(3) At least two quorums are of form-1: 

Let Q1 and Q2 be two of the quorums of form-1. Then either of Q1 and Q2 takes  

s(k1) sites of Cl. This is a contradiction because s(k1)+s(k1)>s ( by s> 

max(2k2, k) ). 

 Satisfaction of the minimality property: 

Any form-1 quorum is not a super set of any form-2 quorum because a quorum 

under Coh(k,l1) is not contained in any set with sk+1 sites of Cl. Also, any form-2 

quorum is not a super set of any form-1 quorum because sk+1>1 (by s>max(2k2, 

k) ). And it is obvious that any form-1 quorum is not a super set of another form-1 

quorum, and any form-2 quorum is not a super set of another form-2 quorum (note 

that by hypothesis any quorum under Coh(k,l1) is not a super set of another quorum 

under Coh(k,l1) ). 

By now, on the basis of induction hypothesis, we have shown that the collection 

of quorums under Coh(k,l) is a k-coterie. Therefore, by the induction principle, the 

theorem holds for any l, l1.      •  

4.5 Analysis and comparison 

In this section we analyze and compare quorums under Coh(k,l) with some other 

types of quorums in terms of availability and quorum size. Below, we assume that all 

sites have the same up-probability p, the probability that a single site is up (i.e., 
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accessible). We also use Si to denote Ci  for 1il, where Ci is the ith item of 

Coh(k,l)=(C1,...,Cl). And we use PR(s, a, b) to denote 
i a

b


  [C(s, i)  pi  (1p)si ], the 

probability that there exist a or a+1 or ... or b up members in a cohort with s 

members. 

4.5.1 Availability 

The availability of a coterie is defined as the probability that a quorum can be 

successfully formed. Since up to k pairwise disjoint quorums can be simultaneously 

formed in a k-coterie, we should discuss up to k cases for the availability of a k-

coterie: the probability of a quorum being formed successfully, the probability of two 

pairwise quorums being formed successfully,..., and the probability of k pairwise 

disjoint quorums being formed successfully. The (k,h)-availability, 1hk, [KFYA93] 

is defined to be the probability that h pairwise disjoint quorums of a k-coterie can be 

formed successfully; it is used as a measure for the fault-tolerant ability of a solution 

using k-coterie. 

Let AV(h,l) be the function evaluating the probability that h pairwise disjoint 

quorums under Coh(k,l) can be formed simultaneously. Function AV(h,l) has the 

following two boundary conditions: 

(1) AV(0,l) = 1. 

(2) AV(h,1) = PR(S1, h, S1). (Note that a quorum takes only one member from the 

first cohort to make it the primary cohort because S1k+1=kk+1=1). 

There are two possibilities for h quorums under Coh(k,l) to be (recursively) 

constructed: 

(1) One quorum is constructed with Slk+1 up sites of Cl (Cl thus serves as the 

primary cohort), and each of the other h1 quorums is constructed with a quorum 
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under Coh(k,l1) and an up site in Cl (Cl thus serves as a supporting cohort). Note 

that no two pairwise disjoint quorums can take Cl as their primary cohort, for (P2) 

Sl>max(2k2, k) implies 2(Slk+1)>Sl. 

(2) Each of the h quorums is constructed with a quorum under Coh(k,l1) and an up 

site in Cl (Cl thus serves as a supporting cohort). 

For the first case, Cl should have at least (Slk+1)+(h1)=Slk+h up members to 

be the primary cohort for one quorum and supporting cohorts for the remaining h1 

quorums. And for the second case, Cl should have at least h up sites to be supporting 

cohorts for the h quorums. However, the possibility of Cl having at least Slk+h up 

members should be ruled out from the second case since it has already been 

considered in the first case. Hence, we have 

AV(h, l)=  AV(h1, l1)  PR(Sl, Slk+h, Sl) + 

   AV(h, l1)  PR(Sl, h, Slk+h1)            (4.1) 

4.5.1 Quorum size 

In this section we analyze the size of the quorums under Coh(k,l). As mentioned 

earlier, for a quorum Q under Coh(k,l), the larger Q's primary cohort's index 

(subscript) is, the fewer the number of Q's supporting cohorts is. No supporting 

cohort is necessary when Cl is selected as Q's primary cohort. In such a case, Q has 

size S, S=Sl(k1). For l=1, we have S=C1k+1=1 since by (P1) C1=k. For l>1, we 

have S>max(2k2, k)(k1) since by (P2) Sl>max(2k2, k). If k=1, max(2k2, k)=k; 

thus, we have S>max(2k2, k)(k1)=k(k1)=1 (i.e., S2). If k>1, then max(2k2, 

k)=(2k2); thus, we have S>max(2k2, k)(k1)=2k2(k1)=k1 (i.e., Sk). To sum 

up, the lower bound of the sizes of quorums under Coh(k,l) is k if l>1 and k>1, is 2 if 
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l>1 and k=1. As for the upper bound of the size of quorums under Coh(k,l), it 

depends on the structure of Coh(k,l); it may be of O(n), however. For example, under 

Cohorts structure Coh(2, (n2)/3)=({u1, u2}, {u3, u4, u5}, {u6, u7, u8},...,{un2, un1, 

un}), the largest quorum is of size O(n). Such a case occurs when C1 is chosen as the 

primary cohort with others being supporting cohorts. 

The lower bounds and upper bounds of the quorum sizes of the cohort coterie and 

the k-majority coterie are shown in Table 4.1. 

The lower and upper bounds of the sizes of quorums under Coh(k,l) may be too 

optimistic and too pessimistic, respectively. Below, we analyze the expected size of 

quorums under Coh(k,l). 

We apply the parameter f, as also used in [AE91], to indicate the fraction of 

quorums that take the last cohort as the primary cohort. Thus, 1f is the fraction of 

quorums that take the last cohort as a supporting cohort rather than the primary 

cohort.  

Let ES(l) denote the expected size of quorums under Coh(k,l). When l > 1, we 

have 

ES(l)= f(Slk+1)+ (1f)(1+ES(l1))              (4.2) 

The term f(Slk+1) arises because there are f quorums of size (Slk+1); such quorums 

take Cl as the primary cohort and are composed of (Slk+1) sites of Cl. And the term 

(1f)(1+ES(l1) arises because there are (1f) quorums of size ES(l1)+1 that are 

composed of one site of Cl and one quorum under Coh(k,l1). Since C1 contains k 

site, a quorum under Coh(k,1) has size C1k+1=kk+1=1. That is, ES(1)=1. 
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If we further restrict cohorts C2,...,Cl to have an equal size s (i.e., S2=...=Sl=s), 

equation (4.2) can be regarded as a first-order linear equation [DOSE86]* and be 

solved analytically. Note that below we use Coh(k,l,s) to denote such Cohorts 

structure. For l>1 and f>0, we have 

ES(l)=(1f)l1(1s+k(1/f))  + (sk+(1/f))             (4.3) 

When l goes to infinity (and so does n), the term (1f)l1 goes to 0, and hence ES(l) 

goes to sk+(1/f), which is a constant. In other words, the expected size of the 

quorum under Coh(k,l,s) remains constant when n grows. It is easy to see that smaller 

s or larger f produces smaller asymptotic expected quorum size. Take the following 

four cases for example: (case 1) f=0.5, s=3 (case 2) f=0.5, s=5 (case 3) f=0.25, s=3 

and (case 4) f=0.25, s=5. When k=2, the asymptotic expected quorum sizes for these 

four cases are 3, 5, 5 and 7, respectively. 

When Coh(k,l,s), l>>s, is considered, the case of f=1 corresponds to the lower 

bound of the quorum size, which occurs when Cl is always chosen as the primary 

cohort. On the other hand, the case of f=0 corresponds to the upper bound of the 

quorum size, which occurs when a larger quorum is always chosen instead of a 

smaller one. Note that the probability that at least Clk+1 sites in Cl are up (i.e., 

PR(s,sk+1,s)) can reflect the value of f. For example, the value of f can be reflected 

by PR(3,2,3)=0.71825 when s=3, k=2 and p=0.65. 

4.5.3 Comparison 
                                                 

*  A first-order linear difference equation of the form Xk=aXk1+b for k2 with X1 being the first term 

has as its kth term Xk=ak1(X1+b/(a1))(b/(a1)) if a1. 
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In this subsection we compare the cohort coterie with the k-majority coterie 

[KFYA93] and the k-singleton coterie [KFYA93] in terms of quorum size and 

availability. 

A k-singleton coterie is a family {{u1},...,{uk}}, where uiU, 1ik, and ui's are 

distinct. It can be regarded as a special type of cohort coteries if we assume Cohorts 

structure Coh(k,1)=({u1},...,{uk}) when generating quorums. Any set of  

(n+1)/(k+1) sites can constitute a quorum of the k-majority coterie. Therefore, the 

quorum size of the k-majority coterie is (n+1)/(k+1), which is of O(n). If there are 

at least h(n+1)/(k+1), 1hk, up sites, then h quorums of the k-majority coterie 

can be formed simultaneously. Let H=h(n+1)/(k+1). The (k,h)-availability of k-

majority quorums is then  

  

Probability(H sites are available) + 

Probability(H+1 sites are available) + ... + 

Probability(n sites are available)= 

[ ]C( , ) [ (1 ) ]( )n i p pi n i

i H

n

   



  

 

Figure 4.2 illustrates the (k,h)-availability, k=1,...,4 and h=1,..,k, of cohort coterie 

for 53-site system. Note that we choose the 53-site system so that the Cohorts 

structure Coh(k, l, 2k1), for k>1, or Coh(1, l, 2), for k=1, may fit for the system size. 

The curves for the k-majority coterie are also depicted for comparison. When k=1, 

the availability (i.e., (1,1)-availability) of cohort coterie is better (resp., worse) than 

that of the k-majority coterie when up-probability p is smaller (resp., larger) than 0.5. 

And when k>1, cohort coterie are better than k-majority coterie for almost every up-
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probability in (3,3)-, (3,4)-, and (4,4)-availability (i.e., when both k and h are large). 

The cohort coterie are better (resp., worse) than the k-majority coterie in (2,1)-, (2,2)-, 

(3-1), and (3,2)-availability (i.e., when either k or h is small) if p is smaller (resp., 

larger) than a specific value (e.g., for k=3 and h=2, the specific value is about 0.5). 

4.6 Summary 

In this chapter, we have devised a method to construct quorums of a k-coterie; the 

method survives network partitioning and can easily be extended to be a solution to 

distributed k-mutual exclusion. With the aid of a logical structure named Cohorts, the 

method constructs quorums of constant size in the best case. When some sites are 

inaccessible, the quorum size increases gradually and may be as large as O(n), where 

n is the number of sites. However, the expected quorum size has been shown to 

remain constant as n grows. This is a desirable property since the message cost to 

access the critical section is directly proportional to the quorum size. We have also 

analyzed the availability of the constructed quorums and found that the availability of 

the constructed quorums is comparably high. 
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k-majority coterie 

cohort coterie 

(under Coh(k,l), l>1)  

Quorum size 

(Lower Bound) (n+1)/(k+1) 
2 (if k=1) 

k (if k>1) 

Quorum size 

(Upper Bound) (n+1)/(k+1) O(n) 

 
Table 4.1  Bounds on quorum sizes for the cohort coterie 

 and the k-majority coterie. 
 

 

 

 

 

 

 

Function Get_Quorum( Coh(k,l)=(C1,...,Cl): Cohorts Structure): Set; 

VAR S: Set; 

 If l < 1 Then Exit(failure);    // Illegal function call, claim failure // 

 S = Obtain(Cl); 

 If S = Cl(k1) Then Return(S);  // Cl can be the primary cohort // 

 If S = 1 Then Return(SGet_Quorum(Coh(k,l1)=(C1,...,Cl1))); 
            // Cl can be a supporting cohort but not the primary cohort // 

 If  S =  Then Exit(failure);    // Unable to form a quorum, claim failure // 

End Get_Quorum 

 

Figure 4.1  A function that can generate quorums under Coh(k,l). 
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Figure 4.2  The (k,h)-availability comparison of the the cohort coterie (CC) and 
 the k-majority coterie (k-MC) for the 53-site system. 
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Chapter 5 

Constructing ND k-coteries 

from known ND k-coteries 

 

 

1. Introduction  

A distributed system is a collection of sites that may communicate with each 

other by exchanging messages. K-mutual exclusion algorithms concern themselves 

with controlling the sites such that at most k sites can simultaneously access their 

critical sections. Such algorithms can be used to coordinate the sharing of a resource 

that can be allocated to no more than k sites at a time. Several distributed k-mutual 

exclusion algorithms [FYA91, HJK93, KFYA94, Nai93, Ray89, SR92] are proposed 

in the literature; some of them [FYA91, HJK93, KFYA94] rely on the concept of k-

coteries. A k-coterie [FYA91, HJK93] is a family of sets (called quorums) in which 

any (k+1) quorums contain at least a pair of quorums intersecting each other. The 

concept of k-coteries is an extension of that of coteries [GB85]; that is, an 1-coterie 

(the value of k is taken as 1) is exactly a coterie. K-mutual exclusion algorithms using 

k-coteries require a site to collect enough permissions (votes) to form a quorum 

before accessing the critical section; they are fault-tolerant in the sense that a quorum 

may still be formed even when network partitioning [DGS85] occurs and makes 

some sites unavailable. 
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A k-coterie is said to dominate another k-coterie if and only if every quorum in 

the dominated one is a super set of some quorum in the dominating one. The 

dominating one obviously has more chance than the dominated one for a quorum to 

be formed successfully in an error-prone environment. Thus, we should always 

concentrate on nondominated (ND) k-coteries that no k-coterie can dominate. 

Theorem 2.1 in [GB85] can be used to check the nondominance of coteries (1-

coteries). On the basis of this theorem, many coteries proposed in the literature have 

been shown to be ND, such as the majority coterie (proposed in [Tho79] and shown 

to be ND for some special cases in [GB85]), the tree coterie (proposed in [AE91] and 

shown to be ND in [NM92]), the composite coterie (proposed and shown to be ND in 

[NM92]), the level coterie (proposed and shown to be ND in [SW93a]), the Lovasz 

coterie (proposed and shown to be ND in [Nei93]), and so on. Several k-coteries have 

been proposed in the literature, such as the cohorts coterie [HJK93], the k-majority 

coterie [KFYA93], and the k-singleton coterie [KFYA93]. The cohorts coterie is 

dominated (as shown in [NM94]), the k-majority coterie is ND for some special cases, 

and the k-singleton coterie is ND. The nondominance of the last two k-coteries will 

be addressed later. 

In this chapter, we first introduce a theorem for checking the nondominance of k-

coteries. Then, we define a special type of ND k-coteries—strongly nondominated 

(SND) k-coteries, and propose two operations—union and join—for generating new 

SND k-coteries from known SND k-coteries. An SND k-coterie is also an ND one, but 

not vice versa. We further show that every ND 1-coterie and every ND 2-coterie are 

SND. Thus, known ND 1-coteries and ND 2-coteries can be directly applied to the 

union or join operation to generate new SND k-coteries. We also show that the k-
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singleton coterie is SND and that under some special conditions, the k-majority 

coterie is SND as well. An independently developed paper [NM94] also discussed 

properties of ND k-coteries; it introduced a theorem about ND k-coteries and two 

methods to generate ND k-coteriesthe weighted voting (similar to the construction 

method of the k-majority coterie) and the composition (the same as the union 

operation). However, only part of the theorem introduced in [NM94] is proved 

correctly, thus, only part of the theorem can be assumed to be tenable. Later, we will 

point out the mistakes of [NM94] at proper places. 

The remainder of this chapter is organized as follows. In Section 5.2, we 

introduce some related work. Then, in Section 5.3, we discuss ND k-coteries: we 

present a theorem for checking the nondominance of k-coteries, give the definition of 

SND k-coteries, and investigate some properties of SND k-coteries. Next, in Section 

5.4, we introduce the two operations, union and join. The correctness of the two 

operations is also verified in this section. And finally, we conclude this chapter with 

Section 5.5. 

5.2 Related Work 

In this section, we review some related work about ND k-coteries. Since k-

coteries are extended from coteries, below we first introduce the concept of coteries. 

In the following context we let U be the underlying set of all system sites. Note that 

we may not specify U wherever there is no ambiguity. 

The concept of coteries was first proposed by Garcia-Molina and Barbara [GB85]. 

A coterie [GB85] C under U is a family of non-empty subsets of U; each member of 
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C is called a quorum. The following properties should hold for the quorums in a 

coterie: 

 

Intersection Property: 

 There are no two quorums Q1 and Q2 in C such that Q1  Q2 =  

Minimality Property: 

 There are no two quorums Q1 and Q2 in C such that Q1 is a proper subset of Q2. 

 

For example, C ={{1, 2}, {2, 3}, {2, 3}} is a coterie under U={1, 2, 3} because 

every pair of quorums have a non-empty intersection, and no quorum is a proper 

subset set of another quorum. 

By the intersection property, the coterie can be used to develop mutual exclusion 

(1-mutual exclusion) algorithms in distributed systems. To enter the critical section, a 

site is required to receive permissions from all sites of some quorum. Since any pair 

of quorums have at least one member in common, mutual exclusion is then 

guaranteed. The reader should note that the minimality property is not necessary for 

the correctness of mutual exclusion algorithm but is used to enhance efficiency. 

Mutual exclusion algorithms using coteries are fault-tolerant because even in the 

presence of inaccessible sites, quorums including no inaccessible sites may still be 

found. 

Let C and D be two coteries. D is said to dominate [GB85] C if and only if (C  

D) and (RC SD, S  R). For example, coterie D = {{1, 2}, {1, 3}, {1, 4}, {2, 3, 

4}} dominates coterie C = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}} because for 

every quorum R in C, we can find a quorum S in D such that S is a subset of R. 
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Coterie D is more resilient to site and/or communication link failures than coterie C. 

Assuming that a site or a communication link failure occurs to make both site 2 and 

site 3 unavailable, then no quorum can be formed in C, but one quorum {1, 4} can 

still be formed in D. 

A coterie is said to be nondominated (ND) if no coterie can dominate it. A 

dominating coterie, such as D in the last paragraph, is superior to a dominated coterie, 

such as C in the last paragraph because if a quorum can be formed in the dominated 

one, then a quorum can be formed in the dominating one. Thus, we should always 

focus on the ND coteries. However, checking the nondominance of a coterie seems to 

be a hard problem, as mentioned in [GB85]. 

The following Theorem 5.1 is actually Theorem 2.1 developed by Garcia-Molina 

and Barbara in [GB85]. This theorem is useful in examining the nondominance of 

coteries. 

 

Theorem 5.1. Let C be a coterie under U. Then, C is dominated if and only if there 

exists a set SU such that 

L1. For any quorum RC, RS. 

L2. For any quorum RC, RS=. 

 

By Theorem 5.1, if there does not exist a set satisfying (L1) and (L2) for a coterie 

C, then C is ND; otherwise, C is not ND (dominated). 

There are many ND coteries proposed in the literature, such as the majority 

coterie [Tho79], the tree coterie [AE91], the composite coterie [NM92], the level 

coterie [SW93], the Lovasz coterie[Nei93], and so on. The majority coterie 

corresponds to the majority quorum consensus algorithm [Tho79], in which each 
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quorum is required to have the majority (over half) of sites. This coterie is shown to 

be ND when n is odd [GB85], where n is the cardinality of the underlying set U. The 

quorum of the tree coterie is formed by the tree quorum algorithm [AE91]. By 

organizing system sites into a binary tree, the tree-quorum algorithm forms a quorum 

recursively; it attempts to obtain permissions from nodes along a root-to-leaf path. If 

the root node fails, then the obtaining should follow two paths: one root-to-leaf path 

on the left subtree and one root-to-leaf path on the right subtree. The tree coterie is 

shown to be ND in [NM92]. The composite coterie [NM92] is generated by joining 

two coteries. As shown in [NM92], if the coteries used for joining are both ND, then 

the composite coterie is also ND (see Section 5.4.2 for more details of joining two 

coteries). By logically organizing sites into different levels (except the last one, every 

level should have more than one sites), a quorum of the level coterie [SW93a] is 

formed by obtaining permissions from all sites in some level (say i) and one site in 

each of levels i1, i2,...,1. The level coterie, as shown in [SW93a], is ND if the last 

level has exactly one site. If the last level has more than one sites, then the following 

steps should be taken to make the level coterie ND: (1) construct an ND coterie C 

under the set of the last-level sites, and (2) when the last level is considered, 

permissions from sites in any quorum of C (instead of all sites in the last level) and 

one site in every level (except the last level) are enough to form a quorum of the level 

coterie. The Lovasz coterie [Nei93] is based on a partition of the underlying set U. 

Let P={P1, P2, ... , Pm} be a partition of U (i.e., Pi's are pairwise disjoint and 
i

m




1

 Pi = 

U) such that Pi  =i. A quorum in the Lovasz coterie is formed by obtaining 

permissions from all the sites in Pi and one site from each Pj, where i<jm. The 

Lovasz coterie has been shown to be ND in [Nei93]. Note that the Lovasz coterie can 
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be regarded as a special case of the level coterie (by reversing the indices of the 

levels). 

Below, we introduce the concept of k-coteries. Two different definitions of k-

coteries are given in the literature: the one by Fujita, Yamashita and Ae [FYA91], 

and the one by Huang, Jiang and Kuo [HJK93]. The former is more restrictive than 

the latter, and we adopt the more restrictive one (i.e., the one proposed by Fujita, 

Yamashita and Ae [FYA91]), however. 

A k-coterie [FYA91] C under U is a family of non-empty subsets of U; each 

member Q in C is called a quorum. The following properties should hold for the 

quorums in a k-coterie C. 

 

Non-intersection Property: 

For any h (< k) pairwise disjoint quorums Q1,...,Qh in C, there exists one quorum 

Qh+1 in C such that Q1,...,Qh+1 are pairwise disjoint. 

 

Intersection Property: 

There are no m, m > k, pairwise disjoint quorums in C (i.e., there are at most k 

pairwise disjoint quorums in C). 

 

Minimality Property: 

There are no two quorums Q1 and Q2 in C such that Q1 is a proper subset of Q2. 

 

For example, {{1,2}, {3,4}, {1,3}, {2,4}} is a 2-coterie because it satisfies all the 

properties of a 2-coterie—given one quorum Q1, we can always find another quorum 
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Q2 such that Q1 and Q2 are disjoint; there are at most two pairwise disjoint quorums; 

and every quorum is not a proper subset of another quorum. 

K-coteries can be used to develop k-mutual exclusion algorithms [FYA91, 

HJK93, KFYA94]. To enter the critical section, a site is required to obtain 

permissions from all sites of some quorum. By the intersection property, no more 

than k sites can form quorums simultaneously, so no more than k sites can access the 

critical section at the same time. The non-intersection property assures that if there 

exists one unoccupied critical section entry, then some site that is not in the critical 

section can enter the critical section. Again, the minimality property has nothing to 

do with the correctness of k-mutual exclusion algorithms; it is only for the 

enhancement of efficiency. K-mutual exclusion algorithms using k-coteries are fault-

tolerant in the sense that even though there are inaccessible sites in the system, 

quorums not including inaccessible sites may still be found. 

According to the definition of coterie nondominance [GB85], the nondominance 

of k-coteries can also be defined identically. We will leave all of problems of ND k-

coteries to be discussed in the next section. 

5.3 ND k-coteries 

In this section, we address some properties about nondominated k-coteries. We 

start by giving, according to the definition of coterie domination, the definition of 

domination of k-coteries: 

 

Definition 5.1. 
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Let C and D be two k-coteries. D dominates C if and only if (CD) and (RC S

D, SR). 

(We say that S is the quorum that dominates R.) 

 

For example, consider the following 2-coteries: 

  A = { {1, 2}, {3, 4}, {1, 3}, {2, 4} } 

  B = { {1, 2}, {3, 4}, {1, 3}, {2, 4}, {1, 4}, {2, 3} } 

  C = { {1, 2}, {1, 3}, {2, 3}, {4} } 

It is easy to see that A is dominated by both B and C, and B is dominated by C. 

The dominating k-coterie (such as C) is superior to the dominated k-coterie (such 

as A or B) since if a quorum can be formed in the latter then a quorum can be formed 

in the former. Thus, we should always concentrate on the nondominated (ND) k-

coteries that no k-coteries can dominate. In the light of Theorem 5.1, we introduce 

Theorem 5.2 for the examination of k-coterie nondominance. In comparison with 

Theorem 5.1, Theorem 5.2 merely has "only if" part, and (L1) is the same as (L1), 

and when k is taken as 1, (L2) is the same as (L2). 

A theorem (Theorem 2.1 in [NM94]) similar to Theorem 5.2 has been 

independently developed. Theorem 5.2 and Theorem 2.1 in [NM94] are identical 

except that the latter has "if" and "only if" parts and the former just asserts the "only 

if" part. The proof of the "if" part of Theorem 2.1 in [NM94] is not correct because it 

depends on the following incorrect assertion that if there exists a set satisfying (L1) 

and (L2) for a k-coterie C and there is no super set of S in C, then C{S} is a k-

coterie that dominates C. Note that C{S} indeed satisfies the intersection and the 

minimality properties but it may not fulfill the non-intersection property and hence C

{S} may not be a k-coterie. For example, let C={{1, 2}, {3, 4}} be a 2-coterie. 
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Then, S={1, 3} is a set satisfying (L1) and (L2) for C, and there is no super set of S in 

C. It is easy to see that C{S}={{1, 2}, {3, 4}, {1, 3}} is not a 2-coterie since it 

violates the non-intersection property. 

 

Theorem 5.2. Let C be a k-coterie under U. Then, C is dominated only if there exists 

a set SU such that 

L1. For any quorum RC, R  S. 

L2. For any k pairwise disjoint quorums R1,...,RkC, R1,...,Rk  and S are not pairwise 

disjoint. 

Proof: 

Assume that C is dominated by D. We show that (L1) and (L2) hold by 

considering two cases: C  D or C  D. 

For the first case, C  D. Let S be one of the quorums in DC. We have SD and 

SC. On one hand, since each quorum R in C is also a quorum in D, and SR (by S

D and SC), (L1) must hold or else D would violate the minimality property. On the 

other hand, since quorums R1,...,Rk in C are also quorums in D, (L2) must hold or 

else D would violate the intersection property. 

For the second case, C  D. Let R be one of the quorums in CD. We have RC 

and RD. Further, let S be the member in D that dominates R; i.e., SD and SR. 

Hence, we have SR (by SD and RD) and therefore SR. On one hand, we 

assume that (L1) is false for S; i.e., there exists an R' such that R'C and R'S. We 

have R'SR, which concludes that C violates the minimality property. This is a 

contradiction, and thus (L1) must hold for S. On the other hand, we assume that (L2) 

does not hold for S; i.e., we can find pairwise disjoint quorums R1,...,Rk in C such 

that R1,...,Rk and S are pairwise disjoint. Let Si, 1ik, be the quorum in D that 
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dominates Ri (i.e., SiD and Si  Ri). Then, we have that S1,...,Sk and S are pairwise 

disjoint, which concludes that D violates the intersection property. This is a 

contradiction, and thus (L2) must hold for S.      

 

The contrapositve of Theorem 5.2—if we can not find any subset of U that 

satisfies both (L1) and (L2) for a k-coterie C, then C is not dominated—can be used 

to examine the nondominance of k-coteries. However, the existence of a set 

satisfying (L1) and (L2) for a k-coterie C does not mean that C is dominated (i.e., C 

may still be nondominated). Below, we define a more strict type of ND k-coteries—

strongly nondominated (SND) such that if, and only if, we can not find any subset of 

U that satisfies both (L1) and (L2) for a k-coterie C, then can C be called an SND k-

coterie. 

 

Definition 5.2. 

Let C be a k-coterie. C is strongly nondominated (SND) if and only if we cannot find 

a set satisfying (L1) and (L2) for C. 

 

Note that by Theorem 5.2 and Definition 5.2, an SND k-coterie is also an ND k-

coterie, but not vice versa. In Section 4, we will introduce two operations that can 

generate new SND k-coteries from known SND k-coteries. Below, we discuss some 

properties about SND k-coteries. We first show the relation between SND and ND k-

coteries for k=1 and 2, and then show that for some special cases the k-majority 

coterie [KFYA93] is SND and that the k-singleton coterie [KFYA93] is SND, too. 

 

Theorem 5.3. Every ND 1-coterie is SND. 

Proof: 



82 

Let C be an 1-coterie. By Theorem 5.1, we have that if C is not dominated (i.e., 

nondominated), then we can not find a set satisfying (L1) and (L2) for C, which 

means that C is SND.   

 

As we have shown earlier, there are many ND 1-coteries proposed: the majority 

coterie [Tho79], the tree coterie [AE91], the composite coterie [NM92], the level 

coterie [SW93a], the Lovasz coterie[Nei93], and so on. As Theorem 5.3 states, these 

ND coteries are all SND; they can be used to generate new SND k-coteries with the 

operations developed in Section 4. 

Now, we discuss the relation between ND and SND 2-coteries. Consider a 2-

coterie C for which we can find a set S satisfying (L1) and (L2). The following 

function Reduce can reduce S to S' (S'=Reduce(C, S) ) such that S' still satisfies (L1) 

and (L2) for C. 

 

 

Function Reduce(C: 2-coterie, S: Set): Set; 

For (every member s in S) Do 

 For (every two disjoint quorums Q1 and Q2 in C) Do 

  If (S(Q1Q2))={s} Then goto Skip; 

 EndFor 

 S=S{s}; 

 Skip: 

EndFor 
Return(S); 

End Reduce 

 

Function Reduce checks each element s in S one by one: if there exists a pair of 

disjoint quorums Q1 and Q2 in C such that (S(Q1Q2))={s} then s is retained in S; 
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otherwise s is removed from S  (i.e., s is removed from S if for all pairs of disjoint 

quorums Q1 and Q2 in C, either s(S(Q1Q2)) or ( s(S(Q1Q2)) and S(Q1

Q2)>1) ). It is obvious that S', S'=Reduce(C,S), still satisfies (L1) and (L2) for C and 

there exists a pair of disjoint quorums Q1 and Q2 in C such that S'(Q1Q2)=1. 

With the aid of function Reduce, we can show the following Lemma 5.1, by 

which we can show Theorem 5.4 — every ND 2-coterie is SND. 

 

Lemma 5.1. Let C be a 2-coterie. If we can find a set S satisfying (L1) and (L2) then 

C is dominated. 

Proof:  

Let S'=Reduce(S). Then, S' satisfies (L1) and (L2) and there exist a pair of 

disjoint quorums Q1 and Q2 such that S(Q1Q2)=1. Since Q1Q2=, we have S'

Q1= or S'Q2=; i.e., we can find a set Q (Q=Q1 or Q=Q2) such that QS'=. 

Below, we consider two cases: either (1) there are no super set of S in C or (2) 

there are quorums Q1,...,Qh in C such that Q1,...,QhS'. 

(1). There is no super set of S in C. Let D=C{S'}. D is a 2-coterie because C is a 2-

coterie, S' satisfies (L1) and (L2), and we can find a set Q in C such that QS'=. It 

is obvious that D dominates C. 

(2). There are quorums Q1,...,Qm in C such that Q1,...,QmS'. Let D=(C{Q1,...,Qm})

{S'}. D is a 2-coterie because C is a 2-coterie, S' satisfies (L1) and (L2), Q1,...,Qm

S' (hence, for any quorum R in C{Q1,...,Qm}, if RQi=, 1im, then RS'=), 

and we can find a set Q in C such that QS'=. It is obvious that D dominates C. 

  
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For example, consider a 2-coterie C={{1, 3}, {1, 4}, {2, 5}}. We can find a set 

S={3, 4} satisfying (L1) and (L2) for C. Let S'=Reduce(C, S)={3, 4} and D=C

{S'}={{1, 3}, {1, 4}, {2, 5}, {3, 4}}. It is obvious that D is a 2-coterie and D 

dominates C. For another example, consider a 2-coterie C={{1, 2}, {3, 4}}. We can 

find a set S={1, 3} satisfying (L1) and (L2) for C. Let S'=Reduce(C, S)={3} and 

D=(C{3, 4}){S'}={{1, 2}, {3}}. It is obvious that D is a 2-coterie and D 

dominates C. 

 

Theorem 5.4. Every ND 2-coterie is SND. 

Proof: 

Let C be a 2-coterie. By Lemma 5.1, we have that if C is not dominated (i.e., 

nondominated), then we can not find a set satisfying (L1) and (L2) for C, which 

means that C is SND.   

 

By now, we have shown that every ND 1-coterie and every ND 2-coterie are SND. 

Thus, we can use the operations provided in Section 5.4 to generate new SND k-

coteries from known ND 1-coteries and ND 2-coteries. However, the problem of 

whether any ND k-coterie, k>2, is SND remains open. 

Below, we show that the k-majority coterie is SND if (n+1) is a multiple of (k+1), 

where n is the cardinality of U. Note that a k-majority coterie [KFYA93] is a k-

coterie that consists of quorums with (n+1)/(k+1) sites. 

 

Theorem 5.5. Let C be a k-majority coterie. If (n+1) is a multiple of (k+1), then C is 

SND. 

Proof: (The proof is by contradiction) 
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Suppose C is not SND, then we can find a set S that satisfies (L1) and (L2). Let 

R1,...,Rk be any pairwise disjoint quorums in C. We have  

(1) (n+1)/(k+1) = (n+1)/(k+1)     (since (n+1) is a multiple of (k+1) ) 

(2) Ri = (n+1)/(k+1) for 1ik   (by (1) and the k-majority coterie definition) 

(3) S < (n+1)/(k+1)       (by (L1) ) 

(4) S > n(R1+...+Rk)     (by (L2)) 

(5) S >nk(n+1)/(k+1)=(n+1)/(k+1)1 (by (2) and (4) ) 

By (3) and (5), we have a contradiction. Therefore, C is SND.      

 

Below, we show that the k-singleton coterie [KFYA93] is also SND. Note that a 

k-singleton coterie is a family {{u1},...,{uk}}, where uiU, for 1ik, and ui's are 

distinct. 

 

Theorem 5.6. Let C be a k-singleton coterie, then C is SND. 

Proof: 

Because we can not find a set satisfying (L1) and (L2) for a k-singleton coterie, it 

is SND by definition.     

 

By now, we have shown that both the k-majority coterie (for the case of (n+1) 

being a multiple of (k+1)) and the k-singleton coterie are SND. Thus, they can both 

be used to generate new SND k-coteries with the operations provided in Section 4. 

5.4  The Join and Union Operations 
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In this section, we introduce two operations,  (union) and  (join), which can 

generate new SND k-coteries from known SND k-coteries. We first introduce  

(union), and then  (join). 

5.4.1 Coterie Union Operation 

Let U1 and U2 be two non-empty sets of sites, where U1U2=. Also, let X be a 

k1-coterie under U1, and Y be a k2-coterie under U2. The coterie union operation  is 

defined as XY={QQX or QY}. 

Paper [NM94] has also proposed the union operation (called composite operation 

in [NM94]) to produce new k-coteries from known k-coteries. However, part of its 

correctness prove is based on Theorem 2.1 in [NM94], which is incorrect as 

mentioned earlier. 

Let U=U1U2 and Z=XY. The following Theorem 5.7 and Theorem 5.8 are 

about properties of Z. 

 

Theorem 5.7. Z is a (k1+k2)-coterie under U. 

Proof:  

There are at most k1+k2 pairwise disjoint quorums in Z because there are at most 

k1 pairwise disjoint quorums in X and there are at most k2 pairwise disjoint quorums 

in Y. Further, every quorum in Z is not a proper subset of any quorum in Z because 

every quorum in X is not a proper subset of any quorum in X, every quorum in Y is 

not a proper subset of any quorum in Y, and by U1U2=, every quorum in X (resp., 

Y) is not a proper subset of any quorum in Y (resp., X). 

Below, we show that for any h, h<k1+k2, pairwise disjoint quorums Z1,...,Zh in Z, 

we can find a quorum Zh+1 in Z such that Z1,...,Zh+1 are pairwise disjoint. Since Z=X
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Y, we may assume that among Z1,...,Zh, there are h1 quorums (say X1,...,Xh1
) coming 

from X and h2 quorums (say Y1,...,Yh2
) coming from Y, where h=h1+h2. Since h<k1+k2, 

we have (1) h1<k1 or (2) h2<k2 because if not so (i.e., h1k1 and h2k2), we have 

h=h1+h2k1+k2, which contradicts to h<k1+k2. 

Without loss of generality, let h1<k1. Then, we can find a quorum X in X such that 

X and X1,...,Xh1
 are pairwise disjoint since X is a k1-coterie. Moreover, X and Y1,...,Yh2

 

are pairwise disjoint since U1U2=. Hence, X and Z1,...,Zh are pairwise disjoint. 

Let Zh+1=X; we then have that Zh+1Z and Z1,...,Zh+1 are pairwise disjoint. 

Z satisfies all the properties of a (k1+k2)-coterie and it is obvious that any quorum 

in Z is non-empty and is contained in U. Hence, Z is a (k1+k2)-coterie under U.   

 

Theorem 5.7 states that if X is a k1-coterie and Y is a k2-coterie, then Z=X  Y is 

a (k1+k2)-coterie. For example, let X be a 2-coterie {{a, b},{c, d}, {a, c}, {b, d}} 

under {a, b, c, d}, and Y be a coterie {{1, 2}, {1, 3}, {2, 3}} under {1, 2, 3}, then 

Z=X  Y={{a, b},{c, d}, {a, c}, {b, d}, {1, 2}, {1, 3}, {2, 3}} is a 3-coterie under {a, 

b, c, d, 1, 2, 3}. 

 

Below, we discuss the nondominance property of Z in Theorem 5.8. 

 

Theorem 5.8. If X and Y are SND, then Z is SND. 

Proof: (The proof is by contradiction) 

Suppose Z is not SND, then we can find a set S, SU, satisfying (L1) and (L2) for 

Z. Let S1=SU1 and S2=SU2. Then, S1S and S2S. Further, S=S1S2 since U=U1

U2 and SU. By (L1), we have RZ, RS. Thus, we have RZ, RS1 and RZ, 
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RS2 because S1S and S2S. Since XZ and YZ (by Z=XY), we have RX, R

S1 and RY, RS2; i.e., S1 satisfies (L1) for X and S2 satisfies (L1) for Y. 

Let X1,...,Xk1
 be any k1 pairwise disjoint quorums in X, and Y1,...,Yk2

 be any k2 

pairwise disjoint quorums in Y. Then, X1,...,Xk1
Z and Y1,...,Yk2

Z. Since U1U2=, 

we have X1,...,Xk1
 and Y1,...,Yk2

 are k1+k2 pairwise disjoint quorums in Z. By (L2), 

X1,...,Xk1
, Y1,...,Yk2

 and S are not pairwise disjoint, or equivalently, (S1S2)((X1...

Xk1
) (Y1 ...Yk2

))  (note that S=S1S2 and X1,...,Xk1
, Y1,...,Yk2

 are pairwise 

disjoint). We have (S1( X1...Xk1
))(S2(Y1...Yk2

)) by S1U1, S2U2, 

X1,...,Xk1
U1, Y1,...,Yk2

 U2, and U1U2=. Hence, we have (1) S1(X1...Xk1
) 

or (2) S2(Y1...Yk2
). 

Without loss of generality, let S1( X1...Xk1
). Then, S1 satisfies (L2) for X 

since we assume that X1,...,Xk1
 are any k1 pairwise disjoint quorums in X. Thus, X is 

not SND since S1 also satisfies (L1) for X. A contradiction occurs; therefore, Z is 

SND.     

 

On the basis of Theorem 5.7 and Theorem 5.8, the following two corollaries 

exhibit the extension of the coterie union operation combining more than two known 

SND k-coteries to generate new SND k-coteries. 

 

Corollary 5.1. Let Z=Z1 ... Zi, where Z1 is an SND k1-coterie under U1,...,Zi is an 

SND ki-coterie under Ui, and U1...Ui=. Then, Z is an SND (k1+...+ki)-coterie 

under U, where U=U1...Ui.   
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Corollary 5.2. Let Z=Z1 ... Zi, where Z1 is an SND 1-coterie under U1,...,Zi is an 

SND 1-coterie under Ui, and U1...Ui=. Then, Z is an SND i-coterie under U, 

where U=U1...Ui.   

5.4.2 Coterie Join Operation 

The coterie join operation, which was first proposed by Neilsen and Mizuno 

[NM92], provides a way of combining known 1-coteries to construct new, larger 1-

coteries. In this subsection, we will show how to derive new k-coteries from known 

k-coteries and 1-coteries by the coterie join operation. 

Let U1 and U2 be two non-empty sets of sites, xU1 and U1U2=. Also, let 

U=(U1{x})U2. The coterie join operation x is defined by 

X x Y={CTx(X,Y) XX, YY} 

where X is a family of subsets of U1, Y is a family of subsets of U2, and 

CTx(X,Y)= 

X

X x Y x X

otherwise (Type 2)

if (Type1)( { })  








 

Let X be an 1-coterie under U1, Y be an 1-coteries under U2, and Z=X x Y. 

Neilsen and Mizuno [NM92] have shown that Z is an 1-coterie under U and also that 

Z inherits some properties (e.g., nondominance and dominance properties) from X 

and Y. Below, we discuss the properties of the join operation when its first operand 

and second operand are a k-coterie and an 1-coterie, respectively. 

Let X be a k-coterie under U1, Y be an 1-coterie under U2, and Z=X x Y. On the 

basis of Theorem 3.1 and Theorem 3.3 in [NM92] by Neilsen, we introduce the 

following Theorem 5.9 and Theorem 5.10 about properties of Z. 
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Theorem 5.9. Z is a k-coterie under U. 

Proof: 

First, it is obvious that Z and ZU for any quorum ZZ. 

Next, we will show that Z satisfies the intersection property; i.e., there exist at 

most k mutually disjoint quorums in Z. For any Z1,...,Zk+1 Z, we show that Z1,...,Zk+1 

are not pairwise disjoint by considering the following three cases: 

(1). Z1,...,Zk+1 are all of type 2; i.e., Z1=X1,...,Zk+1=Xk+1 for certain quorums X1,...,Xk+1

X. 

Since X is a k-coterie, there are at most k pairwise disjoint quorums in X. Thus, 

X1,...,Xk+1 are not pairwise disjoint. Therefore, Z1,...,Zk+1 are not pairwise disjoint. 

(2). One of Z1,...,Zk+1 is of type 1 and the others are of type 2. 

Without loss of generality, we let Zi=Xi, where 1ik, XiX and xXi, and let 

Zk+1=(Xk+1{x})Y, where Xk+1X, xXk+1 and YY. Since X is a k-coterie, there are 

at most k pairwise disjoint quorums in X. Thus, X1,...,Xk+1 are not pairwise disjoint. 

Since xXi, for 1ik, and xXk+1, we have that x will not be in the intersection of 

any pair of quorums among X1,...,Xk+1. Thus, X1,...,Xk and (Xk+1{x}) are not pairwise 

disjoint. So, X1,...,Xk and (Xk+1{x}) Y are not pairwise disjoint. Hence, Z1,...,Zk+1 

are not pairwise disjoint. 

(3). More than one quorum of Z1,...,Zk+1 is of type 1 and the others are of type 2. 

Without lost of generality, we let Z1=(X1{x})Y1, where X1X and Y1Y, and 

let Z2=(X2  {x}) Y2, where X2 X and Y2Y (note that we leave Z3,...,Zk+1 

unspecified). Since Y is a coterie, Y1 and Y2 are not disjoint. So, Z1 and Z2 are not 

disjoint. Hence, Z1,...,Zk+1 are not pairwise disjoint. 
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Next, we will show that Z satisfies the non-intersection property. Let Z1,...,Zh, 

h<k, be any pairwise disjoint quorums in Z. We show that we can still find a quorum 

Zh+1 in Z such that Z1,...,Zh+1 are pairwise disjoint. Note that any pair of type 1 

quorums are not disjoint because every type 1 quorum contains a quorum of Y, and 

no two quorums of Y are disjoint. Thus, for pairwise disjoint quorums Z1,...,Zh+1, we 

only have to consider the following two cases: 

(1). All of Z1,...,Zh are of type 2; i.e., Zi=Xi, 1ih, for some quorum XiX. 

Since X is a k-coterie, we can find a quorum Xh+1 such that X1,...,Xh+1 are pairwise 

disjoint. If xXh+1, then we let Zh+1=(Xh+1{x})Y for some quorum Y in Y. Then 

Zh+1Z. Since X1,...,Xh+1U1, YU2, U1U2=, and X1,...,Xh+1 are pairwise disjoint, 

Z1,...,Zh+1Z are pairwise disjoint. On the other hand, if xXh+1, we let Zh+1=Xh+1. 

Then Zh+1Z. Since X1,...,Xh+1 are pairwise disjoint, Z1,...,Zh+1 (Z1,...,Zh+1Z) are 

pairwise disjoint. 

(2). One of Z1,...,Zh is of type 1, and the others are of type 2. 

Without loss of generality, we let Zi=Xi, where 1ih1, XiX and xXi, and let 

Zh=(Xh{x})Y, where XhX, xXh and YY. Since Z1,...,Zh are pairwise disjoint, 

X1,...,Xh1 and ((Xh{x})Y) are pairwise disjoint, hence X1,...,Xh1 and (Xh{x}) are 

pairwise disjoint. Thus, X1,...,Xh are pairwise disjoint since xX1,...,xXh1. Since X 

is a k-coterie, we can find a quorum Xh+1 in X such that X1,...,Xh+1 are pairwise 

disjoint. Since xXh, we have that xXh+1 or else X1,....,Xh+1 would not be pairwise 

disjoint. Let Zh+1=Xh+1. Then Zh+1Z. Thus, we have that Z1,...Zh+1Z and Z1,...,Zh+1 

are pairwise disjoint because X1,...,Xh+1U1, YU2, U1U2= and X1,...,Xh+1 are 

pairwise disjoint. 
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Finally, we will show that Z satisfies the minimality property. Let Z1, Z2Z. We 

will show that Z1Z2. There are four cases to consider: 

(1). Z1=X1 and Z2=X2, where X1X, X2X, xX1 and xX2. 

Since X is a k-coterie, X1X2, and hence Z1Z2. 

(2). Z1=X1 and Z2=(X2{x})Y, where X1X, xX1, X2X, xX2 and YY. 

Since X is a k-coterie, we have X1X2. So, there must exists x'U1 such that x'

X1, and x'X2. By U1U2=, we have x'Y. Thus, x'Z2 because x'X2 and x'Y. 

So, Z1Z2 because x'Z1(=X1), but x'Z2. 

(3). Z1=(X1{x})Y and Z2=X2, where X1X, xX1, X2X, xX2 and YY. 

Assume Z1Z2, i.e., (X1{x})YX2. Since (X1{x})U1, X2U1, YU2 and U1

U2=, we have Y=. This is a contradiction because Y is a coterie having non-

empty quorums. Therefore, we have Z1Z2. 

(4). Z1=(X1{x})Y1 and Z2=(X2{x})Y2, where X1X, Y1Y, xX1, X2X, Y2Y, 

xX2. 

Assume Z1Z2; i.e., ((X1{x})Y1)  ((X2{x})Y2). Since X1{x}U1, X2{x}

U1, Y1U2, Y2U2, and U1U2=, we have either (a) X1{x}X2{x} or (b) Y1

Y2. For both cases, we show a contradiction to conclude that Z1Z2. 

(a). X1{x}X2{x} means X1X2, which contradicts to the minimality property of 

k-coterie X. 

(b). Y1Y2 contradicts to the minimality property of coterie Y.   

 

Theorem 5.9 states that if X is a k-coterie and Y is an 1-coterie, then Z=X x Y is 

a k-coterie. For example, let X be a 2-coterie {{a, b},{c, d}, {a, c}, {b, d}} under {a, 

b, c, d}, and Y be an 1-coterie {{1, 2}, {1, 3}, {2, 3}} under {1, 2, 3}, then Z=X a 
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Y={{1, 2, b}, {1, 3, b}, {2, 3, b}, {c, d}, {1, 2, c}, {1, 3, c}, {2, 3, c},{b, d}} is a 2-

coterie under {b, c, d, 1, 2, 3}. However, if X is an 1-coterie and Y is a k-coterie, then 

Z may or may not be k-coterie. For example, let X be an 1-coterie { {1, 2}, {1, 3}, {2, 

3}} under {1, 2, 3}, and Y be a 2-coterie {{a, b},{c, d}, {a, c}, {b, d}} under {a, b, c, 

d}, then Z=X 3 Y={{1, 2}, {1, a, b}, {1, c, d}, {1, a, c}, {1, b, d} {1, 3}, {2, a, b}, 

{2, c, d}, {2, a, c}, {2, b, d}} is not a 2-coterie. 

 

Below, let us discuss the nondominance property of Z in Theorem 5.10. 

 

Theorem 5.10. If X and Y are SND, then Z is SND. 

Proof: (The proof is by contradiction) 

Assume that Z is not SND; i.e., there exists a set SU such that ZS for any 

quorum Z in Z, and Z1,...,Zk and S are not pairwise disjoint for any k pairwise disjoint 

quorums Z1,...,Zk in Z. 

We will consider the relation between S and the quorums in Y. There are two 

cases to consider: either (1) YY, YS or (2) YY, YS=. 

In either case, we show that we can obtain a contradiction. 

(1). YY, YS. 

Let S1=(S{x})U1 and X1,...,Xk be any k pairwise disjoint quorums in X. Below, 

we want to show that X1,...,Xk and S1 are not pairwise disjoint. There are two cases to 

consider: either (a) none of X1,...,Xk involves x or (b) only one quorum of X1,...,Xk 

involves x (note that if more than one quorums of X1,...,Xk involves x, then X1,...,Xk 

would not be pairwise disjoint). 

(a). None of X1,...,Xk involves x. 
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Since xX1,...,xXk, we have X1,...,XkZ. So, X1,...,Xk and S are not pairwise 

disjoint. Hence, X1,...,Xk and S1 are not pairwise disjoint. 

(b). Only one quorum of X1,...,Xk involves x. 

Without loss of generality, we suppose only X1 involves x. It is obvious that 

X1,...,Xk and S1 are not pairwise disjoint, for S1X1{x}. 

So, we have shown that X1,...,Xk and S1 are not pairwise disjoint for any pairwise 

disjoint quorums X1,...,XkX. We conclude that there must exist a quorum X*X 

such that X*S1 or else S1 would satisfy both (L1) and (L2), and X would not be SND. 

Let S2=SU2. Then, we have YY, YS2; hence (L2) holds. Therefore, there 

must exist a quorum Y*Y such that Y*S2 or else S2 would satisfy both (L1) and 

(L2), and Y would not be SND. 

By now, we have shown that (X*X, X*S1) and (Y*Y, Y*S2). We further 

consider the following two cases: (a) xX* or (b) xX*. For case (a), let Z*=(X*{x})

Y* and for case (b), let Z*=X*. It is obvious that Z*Z and Z*S. A contradiction 

occurs since we assume that ZS for any quorum Z in Z. 

(2). YY, YS=. 

Let S1=SU1 and X1,...,Xk be any pairwise disjoint quorums in X. We want to 

show that X1,...,Xk and S1 are not pairwise disjoint. There are two cases to consider: 

either (a) none of X1,...,Xk involves x or (b) only one quorum of X1,...,Xk involves x 

(note that if more than one quorums of X1,...,Xk involves x, then X1,...,Xk would not be 

pairwise disjoint). 

(a). None of X1,...,Xk involves x. 

Since xX1,...,xXk, we have X1,...,XkZ. Therefore, X1,...,Xk and S are not 

pairwise disjoint. Hence X1,...,Xk and S1 are not pairwise disjoint. 
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(b). Only one quorum of X1,...,Xk involves x. 

Without loss of generality, suppose xX1,xX2,...,xXk. Let Z1=(X1{x})Y 

where YY and YS= (we can find such a Y because we have assumed YY, 

YS=), and let Z2=X2,...,Zk=Xk. Then Z1,...,ZkZ. Since Z1,...,Zk and S are not 

pairwise disjoint, (X1{x})Y and X2,...,Xk are not pairwise disjoint. Since YS=

, it follows that X1,...,Xk and S1 are not pairwise disjoint. 

By now, we have shown that X1,...,Xk and S1 are not pairwise disjoint for any 

pairwise disjoint quorums X1,...,XkX. We conclude that (X*X, X*S1) or else S1 

would satisfy (L1) and (L2) for X and X would not be SND. Since SU, U=(U1{x})

U2 and S1=SU1, we have xS1. It follows that xX* because xS1 and X*S1. Let 

Z*=X*. Then Z*Z. Since Z*=X*, X*S1 and S1S (by S1=SU1), it follows that Z*

S. A contradiction occurs since we assume that ZS for any quorum Z in Z. 

Therefore, we have shown that a contradiction occurs for both cases of (1) YY, 

YS and (2) YY, YS=. Hence, Z is SND.        

5.5 Concluding remarks 

K-coteries can be used to develop k-mutual exclusion algorithms that are resilient 

to site and/or communication link failures. A k-coterie is superior to any k-coterie it 

dominates; thus, we should always concentrate on the ND k-coteries that no k-coterie 

can dominate. In this paper, we have introduced a theorem for examining the 

nondominance of k-coteries, and define a special type of ND k-coteries—SND k-

coteries. We have also shown that the k-singleton coterie is SND and that the k-

majority coterie is SND for some special cases. Further, we have shown that every 
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ND 1-coterie and every ND 2-coterie are SND. However, the problem of whether 

there every ND k-coterie, k>2, is SND remains open. 

We have also proposed two operations, union and join, by which we can generate 

new SND k-coteries form known SND k-coteries, such as the k-singleton coterie 

[KFYA93], the k-majority coterie [KFYA93], the tree coterie [AE91], the composite 

coterie [NM92], the level coterie [SW93a], the Lovasz coterie [Nei93], and so forth. 

It is obvious that by mixing and repeating union and join operations, we can generate 

a large number of SND k-coteries. 
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Chapter 6 

Conclusion and future work 

 

 

6.1 Conclusion 

This chapter concludes our research on constructing novel quorum structures—

coteries, wr-coteries and k-coteries—that are nondominated (ND) and/or of constant 

quorum size. The constructing methods survive network partitioning and can easily 

be extended to solve the problems of distributed mutual exclusion, replicated data 

consistency or distributed k-mutual exclusion. The nondominance property of the 

quorum structures is favorable since nondominated quorum structures are candidates 

to achieve optimal availability, the probability that a quorum can be formed in an 

error prone environment. On the other hand, constant quorum size of the quorum 

structures is preferable because when those quorum-constructing methods are applied 

to solve the problems mentioned, the message cost are directly proportional to the 

quorum size. 

In Chapter 2, we have devised a method to construct quorums of an ND coterie; 

the method can easily be extended to be a solution to distributed mutual exclusion. 

The method utilizes a logical structure named Cohorts to construct quorums of 

constant size in the best case. When some sites are inaccessible, the quorum size 

increases gradually and may be as large as O(n), where n is the number of sites. 
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However, the expected quorum size has been shown to remain constant as n grows. 

In addition, the availability of the constructed quorum has been shown to be 

asymptotically high. With the two propertiesconstant expected quorum size and 

asymptotically high availability, the proposed method is thus applicable to systems 

possessing an increasing number of sites. We have also analyzed and compared the 

constructed quorums with others in terms of availability and quorum size. 

In Chapter 3, we have devised a method to construct ND wr-coteries; the method 

can easily be extended for maintaining replicated data consistency. The method 

utilizes a logical structure named Cohorts to construct quorums of constant size in 

the best case. When some replicas are inaccessible, the quorum size increases 

gradually and may be as large as O(n), where n is the number of replicas. However, 

the expected quorum size has been shown to remain constant as n grows. In addition, 

the availability of the constructed quorums has been shown to be asymptotically high. 

With the two propertiesconstant expected quorum size and asymptotically high 

availability, the proposed solution is thus applicable to systems possessing an 

increasing number of replicas. We have also analyzed and compared the constructed 

quorums with others in terms of availability and quorum size. 

In Chapter 4, we have devised a method to construct k-coteries; the method can 

easily be extended to be a solution to distributed k-mutual exclusion. The solution 

utilizes a logical structure named Cohorts to construct quorums of constant size in 

the best case. When some sites are inaccessible, the quorum size increases gradually 

and may be as large as O(n), where n is the number of sites. However, the expected 

quorum size has been shown to remain constant as n grows. We have also analyzed 
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the availability of the constructed quorums and found that the availability of the 

constructed quorums is comparably high in comparison with those of relevant ones. 

In Chapter 5, we have proposed a theorem for checking the nondominance of k-

coteries. We have also defined a special type of ND k-coteries—strongly 

nondominated (SND) k-coteries, and proposed two operations (methods)—union and 

join—for generating new SND k-coteries from known SND k-coteries. We have 

further shown that every ND 1-coterie (i.e., coterie) and every ND 2-coterie are SND. 

Thus, known ND 1-coteries and ND 2-coteries can be directly applied to the union 

operation or the join operation to generate new SND k-coteries. We have also shown 

that the k-singleton coterie is SND and that under some special conditions, the k-

majority coterie is SND as well. 

 

6.2 Future work 

Since the problem of whether any ND k-coterie, k>2, is SND remains open. We 

would like to contribute ourselves to this problem in the future. This may ends up as 

two cases: either we show that any ND k-coterie is SND or we show that there is an 

ND k-coterie that is not SND. 

The quorums generated by the methods proposed in Chapters 2 and 3 have been 

shown to have asymptotically high availability. However, more work is needed to 

accomplish the asymptotic availability analysis for the quorums generated by the 

method proposed in Chapter 4. Moreover, we would like to analyze the asymptotic 

availability for other related methods, such as the tree quorum algorithm and the 
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majority quorum algorithm, etc. Thus, we may have a comparison of our constructing 

methods and those quorum-based algorithms on the aspect of asymptotic availability. 

In addition to the applications of quorum structures on solving distributed mutual 

exclusion, replicated data control and distributed k-mutual exclusion, quorum 

structures can also be applied to solve many other problems, such as those of 

distributed atomic commitment [AE91, Ske82], replicated data security [MN91] and 

distributed consensus [NM91], etc. We would also like to concentrate ourselves on 

finding new applications of quorum structures in the future. 
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