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Abstract

In this paper, we propose an asynchronous dutyecgdjustment MAC protocol,
called ADCA, for the wireless sensor network (WSMDCA is a sleep/wake
protocol to reduce power consumption without lowgrinetwork throughput or
lengthening transmission delay. It is asynchrondus|ows each node in the WSN to
set its own sleep/wake schedule independently. midia access is thus staggered
and collisions are reduced. According to the seswd previous transmission, ADCA
adjusts the duty cycle length for shortening trassion delay and increasing
throughput. We implement ADCA and T-MAC protocolss ®8/SNTB (Wireless
Sensor Network TestBed) and simulate them by ns¥fulator for the sake of
performance evaluation and comparison. The expeatinesults show that ADCA has
better performance in terms of energy saving, ndtwlroughput and transmission

delay.
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1. Introduction

The rapid progress of wireless communications aiwlaselectro-mechanical system
(MEMS) technology has made thareless sensor network (WSalhot research topic
recently. A WSN consists of many spatially disttdml resource-constrained sensor
nodes equipped with microcontrollers, short-rangeless radios, and analog/digital
sensors. Sensor nodes sense environmental comsdigoich as temperature, light,
sound, or vibration, etc., and transmit the sendath to the sink node through
multi-hop communication links. There are many amilons of WSNs, such as
battlefield surveillance, target tracking, enviramwh monitoring, habitat sensing,
home security, etc [1, 2].

Energy conservation is one of the most importasuiés in WSNSs, since sensor
nodes are usually powered by batteries. The radiosteiver is the most power
consuming component in a sensor node. A typicabradnsceiver consists of four
possible modes with different power consumptimansmitting receiving listening
andsleeping The first three modes are also calkedive or wake modes, in which
more energy is consumed. For example, the powesuroption of the four modes of
MICAz mote [3] is 52.5, 59.1, 59.1 and 1.278 mWspectively. Observingdle
listening the status that a sensor node turns on the tadimwnitor wireless medium
but do not receive any packets, wastes a lot ofggnesome researchers propose
energy-efficientmedium access contr@WIAC) protocols [4, 5] to tune the radio into
sleeping mode as long as possible to save energydtnging the network lifetime.
However, the radio should be scheduled to be inewadde periodically to monitor,
send or receive data packets. Those MAC protodws ihake the radio alternate
between sleep and wake modes are caledp/wake protocalsAs shown in [6],
when theduty cycle(i.e., active period) of the radio is reduced foetcent, the power

consumption of the sensor node can be reduceddmta of 50.



In addition to idle listening, sleep/wake protocalsould also try to avoid
overhearing which occurs when a node receives data not aestmit, and to reduce
collision, which occurs when a node receives one or morkepa@t the same time.
The well-known RTS/CTS scheme [7] can be used tidaoverhearing as well as to
reduce packatollision caused by the hidden terminal problem. Howevempwverhead
is relatively large when used in in WSNs since Waidkets are usually very small.
For example, in the well-known product MICA Motaetmaximum data packet size
is 41 bytes and the size of an RTS/CTS packet ityi8s [8]. The size of an
RTS/CTS packet is almost a half of one data paskethe RTS/CTS scheme has low
efficiency; other more energy-efficient mechanisaares required for WSNs.

There are many sleep/wake MAC protocols proposetthenliterature trying to
save energy of nodes in WSNs by avoiding idle tistg, collision and/or overhearing.
They can be classified into three categories: pbdeuibased, slot-based, and
duty-cycle synchronization-based. In preamble-bag@dtocols [9-11], nodes
asynchronously turn on the radio for a short tireeqycle period. Before transmitting
data, a sender sends a preamble signal lastingedathgn the cycle time for all
neighbors to sense properly. When a node sensesmble signal, it keeps the radio
on to receive data; otherwise, it turns the radfo Basic preamble-based protocols
are simple; however, they have the drawback treas#@nder consumes much energy
in sending long preambles and all neighbors ofsteder should stay in receiving
mode even though they do not send or receive adiech causes overhearing. In
slot-based protocols [12-15], timers of sensor soaee synchronized and the time
axis is divided into slots for assigning to nodasnode transmits data only within
slots assigned to it. Slot-based protocols can davwie-listing, overhearing, and
collision efficiently; however, time synchronizatiass expensive and slot allocation is

complex and also costly. In duty cycle synchronarabased protocols [16-18], all



nodes loosely synchronize their sleep/wake scheduid periodically wake up at the
same time to contend for sending data in particyberiods. Duty cycle
synchronization-based protocols are energy-efficierhowever, schedule
synchronization causes large overheads and leadighocontention, which degrades
performance significantly.

In this paper, we propose aksynchronous Duty Cycle Adjustment (ADCA)
MAC protocol to achieve low energy consumption irSMé without sacrificing
performance, such as transmission latency or thmowty Like duty cycle
synchronization-based protocols, ADCA makes nodesogically wake up to
contend to send data in specific periods. Unlikéy drycle synchronization-based
protocols, ADCA allows nodes to set their own slegke schedules independently.
So, the schedule synchronization overhead is adoigthermore, since nodes wake
up at different time instances, the contentioreduced. ADCA also tries to increase
the throughput and to decrease the transmissiay dsl adjusting two time periods:
the extended perio@nd thenext contention periodThe extended period is used to
compensate for failed transmission, which is ingidaby the happenings of
overhearing or packet collision. The transmissietay can therefore be shortened
dramatically. The next contention period is adjdster nodes to adapt to current
traffic conditions. If traffic is light, the lengthf the period is decreased; otherwise,
the length is increased. In this way, channelasilon and throughput are improved.

We implement ADCA protocol on WSNTB (Wireless Sansletwork TestBed)
[19] and simulate it by ns-2 simulator [20]. SIBBCA is most related to the duty
cycle synchronization protocols, we also implememd simulate T-MAC, a
representative duty cycle synchronization protodol, the sake of performance
comparison. The experiment results show that AD@& better performances in

terms of energy saving, network throughput andstrassion delay.



The rest of the paper is organized as followsti®&e@ introduces some related
sleep/wake MAC protocols. The proposed ADCA protoso then described in
Section 3. The simulation results and comparisémsaiocol performance are shown

in Section 4. And at last, Section 5 concludes phiser.

2. Related Work

Over the past few years, several sleep/wake MAGopats have been developed for
WSNs. The goals of those protocols are to decrélaseenergy consumption of
wireless sensor nodes without degrading performanch as network throughput or
transmission delay. The protocols can be classifiatb three categories:

preamble-based, slot-based and duty cycle synctatioin-based (see Fig. 1). Below,

we introduce some representative protocols categpoategory.

—Preamble-based

Sleep/wake MAC protocols Slot-based

—Duty cycle synchr onization-based

Fig. 1: The classification of sleep/wake MAC praitscfor WSNs

2.1 Preamble-based protocols

B-MAC [9] uses preamble signaling for a sender to wakéapeceiver. In the
protocol, nodes do not need to synchronous they cicles. They periodically wake
up for a short time at every cycle period for chegkpreamble signals. They keep
their radios on if a preamble is detected; otheawtisey turn off the radios. It is noted

that the preamble should be long enough so thabehedically waking receiver can



detect it. Consequently, the sender usually consumiet of energy in transmitting

preamble signals, and the sender needs to waltthatreceiver wakes up for sending
data, which causes long transmission delay. Furtbes, since a preamble signal will
wake up all neighbors of the sender to receive,daime energy is wasted due to
overhearing.

Wise-MAC [10] also uses preamble signals for a sender nodeotify the
periodically waking receiver node of incoming datilike B-MAC, Wise-MAC
requires each node to keep track of the sleep/wakedules of all its neighbors so
that preamble signals can be shortened. When arseade has packets to send, the
node will send a short wake-up preamble (called W{uBt before the receiver is
active. Then it transmits data to the receiver aads for an ACK packet from the
receiver. Since WUP is short, Wise-MAC is more ggefficient than B-MAC.
However, like B-MAC, Wise-MAC requires a sender @it until the receiver’s
wake-up time to send WUP and data, and thus thertression delay may be long.

SyncWUF [11] combines both Wise-MAC’s WUP concept and & neake-up
frame (WUF) technique together, where WUP is meglass signal and WUF
contains meaningful information. The idea of Syncfd that the sender records the
receivers’ schedules. To transmit a data packeenaler node checks the receiver’'s
schedule first. If the schedule is up-to-date, @tsWUP is used as in the Wise-MAC
protocol. If the schedule is out-of-date, a long Wdre used. Since a WUF is
comprised of multiple short wake-up frames (SWUFsch of which contains
information like destination MAC address and thereat SWUF position in the
whole WUF, a receiver can decide when to turn amor¢o receive data for reducing
unnecessary waiting time. In SyncWUF, if a sendesses the receiver's active
period, it must wait until next period to send dafde transmission delay of

SyncWUF may thus be long.



2.3 Slot-based protocols

P-MAC [12] divides time axis into frames, each of which caisstd two parts:
the Pattern Repeat part and the Pattern ExchanteBaah parts contain many slots.
During the Pattern Exchange part, nodes advetise intended sleep/wake patterns,
which represent one slot by one bit (0 for sleepimagle and 1 for active mode) and
can be dynamically adjusted based on traffic camuit And during the Pattern
Repeat part, a node wakes up according to the sbaepattern. A node also wakes
up at a time slot, if one of its neighbors has advertised to be aatkthe time slat
and it has data for sending to the node. Sincede decides its tentative sleep/wake
schedule based only on its own traffic, P-MAC Has drawback that a receiver node
may have a low duty cycle even though it has aflalata to receive, which lengthens
the transmission delay and decreases the throughput

TRAMA [13] divides time into slots which are grouped asmdom access
control slots and scheduled access data slots.da adbitrarily chooses a control slot
to announce the list of its one-hop neighbors dsdraffic; it listens during other
control slots for gathering neighboring nodes’ ammmements to figure out the
information of topology and traffic patterns of thop neighbors. By the information,
a node can determine the data slots in which ittraleep, transmit, or receive. A
node owns a slot if the hash value of its ID arel glot number is the largest among
the values calculated by all its two-hop neighbéira. node has data to send, it sends
the data in its owned slot(s). A node must staykawa receive data in a slot when
the owner of the slot indicates the node as thendwd receiver in traffic pattern
announcements. A node sleeps to conserve enengyddes not need to send or
receive data. Because two neighboring nodes mayg llfferent set of two-hop
neighbors, the two nodes may have different viewlof owners, which degrades the

protocol performance.



Z-MAC [14] assigns a time slot to each node, but allows nddesise
unassigned slots through a prioritized backoff-dasedium access mechanism. A
slot owner has a definitely shorter backoff timarttothers. Therefore, when a slot
owner has data to send, it always has the highesitp to do so. However, when the
slot owner has no data to send, non-owners carsstice slot by contention. Z-MAC
needs local synchronization among senders in ahtyponeighborhood so that all
two-hop neighboring nodes are assigned differeatssiSuch a slot assignment
guarantees that no transmission by a node to aitg ohe-hop neighbors interferes
with any transmission by its two-hop neighbors. ldger, the slot assignment and
synchronization may lead to high costs especialgnvsignificant network changes
occur frequently.

H-MAC [15] uses a slotted frame structure to achieve leighrgy efficiency.
Each frame contains multiple short wakeup slots rmndtiple data slots. Each node
needs to choose a wakeup slot and notifies atlaighbors of the chosen slot number
with a technique proposed in HAMA [21] during theptbyment phase, so that the
wakeup slot number can be received properly witih hprobability (>0.99). It is
noted that nodes can also use specific data slasrounce its chosen slot number
after the deployment phase for some special oaegasikhe data slots are assigned on
an on-demand basis. A senddirst sends a message during the chosen waketip slo
of receiverr to notify r of the data slots during whicghwould like to send data to
The receiver will then wake up during the specified data stotseceive data frora
Because a data slot may have multiple contend@S/&TS/DATA/ACK mechanism
is used to avoid collision. H-MAC has good perfonoa in terms of channel
utilization and transmission delay. However, H-MA®@eds very accurate time

synchronization which causes a large overhead.



2.2 Duty cycle synchronization-based protocols

S-MAC [16] is probably the most famous MAC protocol for WShsS-MAC,
time is divided into fixed-length cycles, each dfieh is further divided into SYN,
contention and sleep periods (see Fig. 2). Nodesotsynchronize their duty cycle
(sleep/wake) schedules by broadcasting locally $ékets in the SYN period. A
node not hearing any SYN packet will choose its @eainedule and broadcast locally
a SYN packet containing the schedule. On hearimgfitst SYN packet, a node
adopts the schedule contained in the SYN packetr@imbadcasts the SYN packet.
On hearing multiple, sufficiently different SYN paats, a node adopts all schedules
contained in them but just rebroadcast the firsN$¥4cket. In this manner, nodes are
divided into several clusters. All nodes in a cdustave the same schedule, and nodes
residing within the boundaries of two or more acdustfollow the schedules of the
clusters. After synchronizing schedules, nodes esahtfor sending data in the
contention period and turn off radios to save ep@rdhe sleep period. It is noted that
traditional RTS/CTS/DATA/ACK mechanism is applieth iIS-MAC to reduce
collisions and to avoid the hidden terminal prohlesAMAC has low cost and fair
performance. However, it has the following drawlsadkrst, nodes adopting multiple
schedules may deplete energy soon. Second, S-MAQrdg adjust the start time of
duty cycles but not the cycle structure (i.e., ldrggths of SYN, contention and sleep
periods), so it cannot adapt to traffic conditiofi$ird, since nodes wake up and
contend to send data at the same time, contergibigh and channel utilization and
throughput are thus harmed.

T-MAC [17] tries to improve S-MAC by making it adapt to trafftonditions
with adjustable contention periods (see Fig. 2).THVWAC, sensor nodes tune the
radio into sleeping mode when there is no actiglitying a time perioda=15C +

R + T) after the SYN period, whel€ is the length of the contention peridljs the



time period ofRTSpacket transmission, afdis a short time between the end of the
RTSpacket and the beginning of tkE Spacket. In this way, a node can go to sleep
early if there is no traffic, and a node stays aavédnger when traffic is higher.
Consequently, T-MAC has lower power consumption &etter throughput than
S-MAC under variable traffic. However, like S-MAQ-MAC suffers from high
contention due to synchronized duty cycle scheduwigséch casts bad influences on

channel utilization and throughput.

\ L cycle period

| fixed duty cycle i

SMAC (n,) %WFW
SMAC (ny) E\mm
I
TMAC (n,) %
TMAC (ny) IEHH.H.HH
Initial period E= SYN period EH Contention period m—— Sleep period

Fig. 2: The duty cycle structures of S-MAC and T-frotocols

U-MAC [18] also improves S-MAC by assigning different yaycles to nodes
based on channel utilization. The calculation olization takes transmitting time,
receiving time and idle listening time into congaten. If the current utilization is
larger (resp., less) than the high (resp., lowl)zatiion threshold, the duty cycle will
be increased (resp., decreased) by a pre-spediietion. For not lengthening the
transmission delay, the duty cycle will not be @ased if the average packet delay is
larger than the maximum tolerable delay. And fot cansuming too much energy,
the duty cycle will not be increased if it is larglkan a pre-specified maximum value.
U-MAC can save more energy than S-MAC. However, W@k performance
depends heavily on the parameters for the high lamd utilization thresholds,
maximum delay and energy consumption. Good pararseténg varies case by case

and is thus hard to derive.



3. ADCA protocol

3.1 Overview

ADCA (asynchronous duty cycle adjustment) protdsomost related to duty cycle
synchronization-based protocols in the sense thdésiin ADCA periodically wake
up to contend to send data in specific periods. él@r, unlike typical duty-cycle
synchronization-based protocols that synchronizeghbering nodes’ schedules,
ADCA allows each node to asynchronously set its ashMep/wake schedule. In
ADCA, time is divided into cycles of fixed lengthnd each cycle is further divided as
acontention periodacontrol period anextended periodnd asleep periocas shown
in Fig. 3. When a node starts up, it broadcastallppdts own schedule and collects
and stores all neighbors’ schedules in theighbor-schedule tablefor an
arbitrary-lengthinitial period. Nodes then start their cycle periods asynchrdgpus
and turn on radios at the beginning of the perioddata exchange and schedule

broadcast; they then enter sleeping mode for coimgeenergy.

' > cycle period
<
ADCA (n,) ﬁgwﬁ—ﬁnﬁﬁﬁﬁﬁ:ﬁ Y \mmm=m
' variable duty cycle
' . cycle period

ADCA (n) BT e g ITTE

1
! . cycle period ¢ >
g 1

ADCA (ny) J;%Hﬂ: = - = |

Initial period  E Contention period E= Control period [=] Extended period === Sleep period

Fig. 3: The duty cycle structure of ADCA protocol

In ADCA, a node listens to the channel for possiinleoming data packets
during the contention period and broadcasts loalbpntrol packet to announce its

schedule during the control period. An extendedopermmediately follows the



control period to prolong the active time. A nodes its radio into sleeping mode to
enter sleep period to save energy. When a node lecket to send, it checks its
neighbor-schedule table and contends to send ttee pdecket during the receiver’'s
contention period. If a sender fails to send thia gacket in the receiver’s contention
period, it switches the radio into the receivingdado wait for the receiver’s control

packet which indicates the length of receiver'seagied period and next contention
period. The sender then tries to retransmit tha gatket in the receiver's extended
period. If the transmission still fails, the sendeiits for the contention period in the
receiver’s next cycle for retransmitting the ddtas noted that the sender in waiting
can turn the radio off to save energy.

Nodes in ADCA do not synchronize their schedulégytmaintain schedules
independently. Therefore, the schedules are stadgand the transmission success
rate and channel utilization are thus increasedhEtmore, ADCA allows nodes to
dynamically adjust the contention period and thtemsted period based on current
transmission statuses and traffic loads. In thig,wee throughput is increased and the
transmission delay is decreased without scantimgggnefficiency. Below, we show

how ADCA adjusts the two periods in the next subeac

3.2 Duty cycle adjustment

In ADCA, a node adjusts its duty cycle accordingreamsmission statuses and
traffic loads. Each node records the time of chhiube (T;), the time of channel busy
(Ty) and the number of overheard packeds.X during theobserved active periods,
i.e., the last extended period and the currentectiun period. It then calculates, at
the end of the contention period (or called #tgustment point the length of the
extended period (A and the length of the next contention period) (Accordingly

(see Fig. 4). The node then broadcasts locallyndutihe control period a control



packet containing its new schedule with the nevdicdated extended period and

contention period.

cycle period o

N

1 adjustment point

ADCA [ | ss | || ss | || ss

Y

1 1
observed active period

A, : extended period

A, : next contention period

[T contention period E= control period [E] Extended period = Sleep period

Fig. 4: The duty cycle adjustment of ADCA protocol

The length of extended period (EP) is adjusted raicg to Eq. 1Thaqin Eq. 1
represents the time duration of collision and cleammerference, antll,, stands for
the number of overheard packelsa, is defined in Eq. 2 as the average transmission
time of a data packet including the time for tranng data (packet size/data rate),
and the average random back-off time within a fisemd contention window afw

slots, each with lengthyo:.

EP = (\\TbadJ + Noh) x Tdata (1)
data
acket size
T oW, packet size 2)
daa sl data rate

Fig. 5 shows some bad receiving situations suctolision, overhearing and
interference, which will increase the transmisstelay and decrease the channel
utilization. A node should lengthen the extendedagoeto compensate for the bad
receiving situations. If a receiver detects moréistons or overhearing events, it

knows that the sender has smaller probability tmmete data packet transmission



successfully. Therefore, the receiver's extendegogels made proportional to the
number of overheard packets and the duration afiredaunstableness (interference)

and collision.

—| Radio-on Tx mode |
Rx mode Successful reception |

Suecessful reception but not destination (overhear)

Failed reception (collision) ‘

Idle listening

Unstable channel (interference) |

Radio Status [

—| Radio-oft H sleeping mode |

Fig. 5: The radio status of a sensor node

The next contention period adjustment is fa gurpose of adapting to the
traffic conditions of the observed active period.dé more precise, the length of the
next contention period is proportional to trafficatls. The length of the next
contention period (CP) is adjusted according toE.qvhereT is the total time that
a node is in the receiving mode during perviousecperiod,CCP means the current
contention period length; is the channel idle time afg is the channel busy time
(Ti+Tp=Tx). Eq. 3 takes channel idle tim& and channel busy timd, into
consideration, and andf3 are weight parameters associated with the two $ipa@s.
In general,a should be negative so that a longer channel idie will lead to a
shorter contention period, whife should be positive so that a longer channel busy
time will lead to a longer contention period. Thalues ofa and 3 can be
determined according to specific application regmients. We suggest settiog-1
andp=1 in this paper. Therefore, Tt > Ty, thenCP gets smaller; otherwis€P gets
larger. Certainly,CP should be larger than a pre-specified minimum eadund

should only last until the end of the cycle period.

CP=CCPx(+al+ph 3)



4. Performance Evaluation

4.1 The Experiment Environment

As we have shown, ADCA is most related to duty eygynchronization-based MAC
protocol. Thus, we only compare it with duty cyslnchronization-based protocols.
Since the performance of U-MAC is affected sigmifidy by threshold parameter
setting and the best parameter setting can ontiebiged after extensive experiments,
we do not compare ADCA with U-MAC. And the researelults in [17, 18] show
that T-MAC undoubtedly has better performance t8aWAC. So, we only compare
ADCA with T-MAC. We implement ADCA and T-MAC protats on WSNTB
(Wireless Sensor Network TestBed) and simulate thgms-2 simulator for the sake
of performance comparison.

WSNTB [19] is an indoor wireless sensor networklied which consists of a
number of Octopus Il sensor nodes as shown in@-igach Octopus Il sensor node is
equipped with a MSP430 microcontroller and a CC24a6io module, which
operates at 2.4 GHz and transmits at 250 Kbps. auih node is also attached to a
USB interface that provides both power supply arthekchannel for programming
and data collection. The sensor nodes in WSNTBTmnote tools 2.04; they send
data with at most three retransmissions and hauasieeliable” data links.
Furthermore, nodes only apply the CSMA (carrierseemultiple access) scheme but
not the RTS/CTS scheme to avoid collision.

For WSNTB experiments, we deploy 35 testbed nodethe third floor of our
office building, as shown in Fig. 7. Two scenarawe investigated in the experiments.
One is the all-to-one scenario where all the nodgsort data to a sink node
periodically (see Fig. 8). The other is the encal scenario where six random pairs
of nodes are selected for exchanging data. The mkatkets and ACK packets are

respectively 44 and 10 bytes in length. The trdffads are assumed to have constant



bit rates (CBR) which are set to 1, 5, 10, 15 afdpackets per second. And we
assume routing information is already stored inasoshemory beforehand so that we

can focus only on investigating the effects of MpK©tocols.

Fig. 6: Octopus Il sensor node

National Central University
Engineering Building 3, 3rd floor
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Fig. 7: The deployment of WSNTB sensor nodes
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Fig. 8: The routing topology of the all-to-one saga



We compare ADCA and T-MAC protocols by WSNTB testlexperiments and
ns-2 simulations in terms of the following threetnos: (1) theenergy consumption
which is defined as the average energy consumpbiorsensor nodes, (2) the
transmission delgywhich stands for the average transmission delay single hop,
and (3) thepacket transmission success ratghich is defined as the ratio of the
number of packets received properly to the totahlber of packets sent. It is noted
that we try to make the testbed and the simulagxperiments have the same setting.
However, some environmental parameters are outio€antrol, so the setting of the
two types of experiments may not be exactly theesdfor example, we assume the
transmission area of a node is a circle with fixadius and a node’s neighbors are
decided when nodes are deployed. This assumption bea realized easily in
simulation experiments. But in testbed experimettis,practical transmission range
of a node is affected by many dynamically changngironmental factors, such as
the temperature, the humidity, the positions ofeanas, and the interference from
surroundings, etc. Therefore, testbed and simulagigperiments have results with
subtle differences. Below, we use ADCA (resp., T®)Aand ADCA(sim) (resp.,
T-MAC(sim)) to stands for the testbed and simulatexperiment results for ADCA
(resp., T-MAC) protocol. Note that each experimidts 1000 seconds and each

result is obtained by averaging outcomes of 30 exsats.

4.2 Theresults of the energy consumption

In this subsection, we observe the average enesgguenption of sensor nodes in
experiments. We make each node record the accuedulamhe in transmitting (tr),
receiving (rx), idle listening (idle) and sleepinglp) states during the entire
experiment duration. The power consumption of the ftates is 52.2, 59.1, 59.1 and

1.28 mW, respectively. At the end of the experimeaich node calculates the total



energy consumption by Eqg. 4, and then the averagegg consumption can be

derived accordingly.
E = Etx + Erx + Eidle + Esleep (4)

Fig. 9 and Fig. 10 show the average energy consampsults for the all-to-one
and the end-to-end scenarios. As we can see, dtiteexperiment has worse results
than the simulation experiment. However, both expents show that the energy
consumption of ADCA is lower than that of T-MAC. TaMAC protocol, schedules
are synchronous and nodes wake up at the samewinneh results in high collision
probability. ADCA also suffers from collision, bits asynchronous schedule strategy
staggers the active periods of nodes. Therefoeecthision probability is decreased,
the packet retransmission is reduced, and the gnempnserved. By Fig. 9, we can
observe that ADCA can be 45% better than T-MACemis of energy consumption
for the all-to-one scenario with 10 packets peosddraffic. By Fig. 10, ADCA can
be 42% better than T-MAC in terms of energy consionpfor the end-to-end

scenario with 15 packets per second traffic.

Average energy consumptions
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Fig. 9: The average energy consumption for théoatine scenario



Average energy consumptions

80
o 70
1]
=60
'g 50 | —&— ADCA
[=1
E w0k —0— ADCA(sim)
& —&—TMAC
8 30 .
g —— TMAC(sim)
220
(5}
=
/=10

0

1 5 10 15 20
Traffic loads (packets/cycle)

Fig. 10: The average energy consumption for theterehd scenario

4.3 Theresultsof thetransmission delay
In sleep/wake schedule MAC protocols, transmissielay consists of a waiting time
and a processing time. The waiting time for a semslthe duration from the time the
sender is ready to send a data packet to the timeeteiver tunes its radio into the
receiving mode. The length of the waiting time ispendent on both the cycle
duration and the active/sleep ratio. Because wanasghat all the nodes have the
same cycle duration, the active/sleep ratio becothesmajor factor affecting the
waiting time. The processing time is the duratianf the time the sender contends to
send the receiver a data packet to the time an p&dket is received by the sender
successfully. It consists of the back-off time, keicpropagating time and ACK
waiting time. Therefore, the duty cycle adjustmeaisl the collision will directly
affect the transmission delay.

Fig. 11 and Fig. 12 show the results of the ave@gehop transmission delay
for the one-to-all and the end-to-end scenariog délay times of both ADCA and
T-MAC grow with the traffic loads. For light trafficases (e.g., 1 packet per second),

senders in ADCA need to wait for the receiver’svacperiod to transmit data packet,



but senders and receivers in T-MAC wake up simelasly to handle the data
transmission. Thus, T-MAC’s delay time is shorteart ADCA’s for light traffic cases.
However, in other cases, ADCA has shorter delay tiaMAC. This is because
T-MAC maintains a global schedule and thus sensamtes contend to send data
during the same period, leading longer delay. Qs ¢bntrary, ADCA maintains
asynchronous schedules and the number of contersldras decreased. Therefore,

the data transmission can be staggered and thetdtakais decreased.

Average delay
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Fig. 11: The average transmission delay for th¢oatine scenario
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Fig. 12: The average transmission delay for theterehd scenario
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Fig. 13: The average packet transmission success$orathe all-to-one scenario
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Fig. 14: The average packet transmission succes$arathe end-to-end scenario
4.4 Theresults of the packet transmission successrate
We use the packet transmission success rate §listithesuccess ratéor short) as a
measurement of the throughput. It is evident that throughput increase with the
success rate. Fig. 13 and Fig. 14 show the resbit®e success rate for the one-to-all
and the end-to-end scenarios. As the traffic lo@deiases, the success rate goes down
for both ADCA and T-MAC protocols. We can easilysebve that ADCA outperforms
T-MAC in terms of success rate. For example, theesss rate of ADCA can be 12%
(resp., 10%) higher than T-MAC for the all-to-ormesp., end-to-end) scenario, as

shown in Fig. 13 (resp., Fig. 14). This is becaiIB€A staggers the active periods of



nodes to reduce the collision probability, and ttihespacket transmission success rate

is increased.

5. Conclusion

This paper presents an asynchronous duty-cyclesiagnt MAC protocol, called
ADCA, for saving energy of nodes in wireless sensatworks. ADCA allows nodes
to keep schedules asynchronously, so data transmisssstaggered and collision and
overhearing are reduced. A node in ADCA tunes #uiorinto sleeping mode as long
as possible to save energy for prolonging the net\wietime. However, it adjusts the
length of the active period to improve the througih@nd to reduce the transmission
delay. We implement ADCA and T-MAC protocols on WHlNand simulate them by
ns-2 simulator for the sake of performance compari¥he energy consumption and
the packet transmission success rate of ADCA areouwb% (resp., 42%) and 12%
(resp., 10%) better than those of T-MAC in thetalbne (resp., end-to-end) scenario.
The average one-hop transmission delay of ADCAss shorter than that of T-MAC
for most cases in the two scenarios. By the exparimesults, we observe that ADCA
can reduce energy consumption without sacrificiige tthroughput and the

transmission delay.
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