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Abstract—There are two types of MAC layer power-saving (PS) protocols for IEEE 802.11-based MANETs: synchronous and asynchronous ones. In this paper, we propose a hybrid PS protocol to take advantages of both types of protocols. The protocol utilizes the concept of dual-channel and dual-transmission-range clustering. It divides all the hosts into clusters. Each cluster has a head and all the heads are organized as a virtual backbone to help route data. The protocol also utilizes the cluster head dismissal mechanism to avoid the ever-increasing of cluster heads and to adapt to topology changing. Simulation results demonstrate that the proposed protocol is more power-efficient and more scalable than related protocols.
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I . INTRODUCTION

The mobile ad hoc network (MANET) has attracted a lot of attention recently. A MANET consists of a set of mobile hosts, and does not have the support of any base station. Hosts have unpredictable mobility and can communicate with each other by sending messages either over a direct wireless link, or over a sequence of wireless links including one or more intermediate hosts. Applications of MANETs include battlefield communications, disaster rescue operations, outdoor activities, and so on.

Power saving is a critical issue for portable devices supported by batteries. This is because battery power is a limited resource, and battery technology is not likely to progress as fast as computing and communication technologies do. How to save the energy consumption in a MANET, in which devices are all supported by batteries, has been intensively studied recently (e.g., power control is studied in [5, 6, 12, 21, 23], power-aware routing in [3, 14, 15, 19], and low-power mode management in [1, 2, 4, 7, 8, 10, 16, 17, 18, 22, 24]).

This paper investigates the low-power mode management problem for IEEE 802.11-based MANETs. There are two types of power-saving (PS) protocols for such MANETs: synchronous and asynchronous ones. IEEE 802.11 [9] proposes its own protocol for single hop (full connected) MANETs based on periodical transmission of beacons. The protocol requires accurate clock synchronization and is classified as the synchronous protocol. Such a protocol is only suitable for single-hop environments since clock synchronization for multi-hop networks is costly and even impossible [20]. On the other hand, the papers [7] and [20] propose asynchronous PS protocols which need not to synchronize host clocks. Among the protocols, the quorum-based asynchronous power-saving (QAPS) protocol proposed in [7] usually has the lowest active ratio, the percentage of time for a host to turn on its radio. Although the asynchronous protocols do not need to synchronize all hosts, they usually consume more energy than the synchronous one.

In this paper, we propose a hybrid power saving protocol to combine the advantages of synchronous and asynchronous ones. According to the proposed protocol, all the hosts are divided into clusters. Each cluster has one cluster head with others being cluster members. The members are one-hop neighbors of the head and are synchronous with it. The IEEE 802.11 synchronous PS protocol is operated within an individual cluster. And the QAPS protocol is operated among cluster heads. All the cluster heads are organized as a virtual backbone to help route data. We perform simulations and compare the protocol with the related protocols. We find that the proposed protocol is more power-efficient and more scalable.

The contributions of this paper are four-fold. First, it utilizes the clustering concept to design a hybrid PS protocol taking advantages of synchronous and asynchronous PS protocols. Second, it adopts dual-transmission-range concept to eliminate the need of selecting gateway for relaying inter-cluster messages. Third, it adopts dual-channel concept to allow simultaneous transmissions of inter-cluster and intra-cluster messages, which increases throughput and facilitates cluster maintenance. And fourth, it uses the cluster head dismissal mechanism to void the ever-increasing of cluster heads, and to make the protocol adaptive to topology changing.

The rest of this paper is organized as follows. Preliminaries are given in Section 2. Section 3 introduces the proposed protocol. Simulation results are presented in Section 4. Conclusions are drawn in Section 5.
IEEE 802.11 supports two power modes: active and power-saving (PS). Under the PS mode, a host can reduce its radio activity by only monitoring some periodical signals (such as beacons) in the network. Tuning a host to the PS mode can save a lot of energy. For example, for an ORINOCO IEEE 802.11b PC GoldCard, the power consumption is 1400 mW, 950 mW and 805 mW when it remains active to transmit, receive, and monitor data packets, respectively. When the card switches to PS mode, the power consumption can be reduced to 60 mW.

Under the ad hoc mode, IEEE 802.11 PS protocol divides the time axis into equal-length beacon intervals, each of which starts with an ATIM (Ad hoc Traffic Indication Map) window. The ATIM window is relatively small compared to the beacon interval. PS hosts must remain active during the ATIM window so as to be notified by those intending senders, and may go to PS mode in the rest of the beacon interval if no one intends to send packets to it (refer to Fig. 1).

The power saving protocol of IEEE 802.11 only considers single-hop MANETs. It is classified as a synchronous protocol. On the other hand, the papers [7] and [20] propose several asynchronous power saving protocols, which are suitable for multi-hop MANETs. Among them, the quorum-based asynchronous power saving (QAPS) protocol is most promising because it sends the least number of beacons and usually has the lowest active ratio. According to the QAPS protocol, the time axis is divided evenly into beacon intervals, which are classified into two types (refer to Fig. 2): (1) Quorum interval: It starts with a beacon window followed by a MTIM window. After the MTIM window, the host remains active (in monitor mode) for the rest of the beacon interval. (2) Non-quorum interval: It starts with a MTIM window. After the MTIM window, the host may go to the PS mode if it has no packets to send or to receive.

Similar to IEEE 802.11, the beacon window is for hosts to compete to send their beacons. The MTIM window is similar to the ATIM window — it is for a host with buffered packets to compete to send notifications to intended receivers in the PS mode to wake them up. It is named so to reflect that it is used for multi-hop ad hoc networks.

\[ \text{Fig. 1. Transmission scenarios for PS hosts in a single-hop IEEE 802.11 MANET.} \]

In [20], it is proposed to group every \( n \) consecutive intervals into a round, and to use the grid quorum system for a host to select quorum intervals. The paper [7] further shows that the finite projective plan (FPP) quorum system, the grid quorum system, the torus quorum system, and the cyclic quorum system can be used for the quorum interval selection. A quorum system is a collection of subsets of a universal set, where each subset is called a quorum. Quorums should be minimal (i.e., every quorum is not a super set of another quorum) and satisfy the intersection property that any pair of quorums should have non-empty intersection. For example, \( Q = \{ \{0,1,2\}, \{1,5,6\}, \{2,3,6\}, \{0,4,6\}, \{1,3,4\}, \{2,4,5\}, \{0,3,5\} \} \) is a finite projective plan quorum system under the universal set \{0,...,6\} (such a universal set corresponds to the situation where 7 consecutive intervals are grouped into a round). By the intersection property and the specific design of beacon intervals as depicted in Fig. 2, it is shown in [7] and [20] that no matter how asynchronous hosts' clocks are, two neighboring hosts can hear each other's beacon at least once in every round. By embedding clock information in beacon frames, a host can figure out others' wake-up time by evaluating the clock difference so that it can initiate a data transmission at the proper time when the receiver turns on its radio.

As we have mentioned, among the asynchronous PS protocols, the quorum-based one — the QAPS protocol — usually has the lowest active ratio. It also has the advantage of being applicable to multi-hop MANETs. Below, we show two observations about the QAPS protocol:

1. Its active ratio is still much higher than the synchronous PS protocol.
2. A high host density has negative impacts on the QAPS protocol. It causes high broadcast traffic and short network lifetime.

\[ \text{Fig. 2. Structures of quorum intervals and non-quorum intervals.} \]

In this section, we propose a protocol to respond to the observations about the QAPS protocol. The protocol is intended to be power-efficient and to be suitable for dense networks. Below, we first show the overview of the proposed protocol.

### A. Overview

The basic idea of the proposed protocol is to integrate the
synchronous and the asynchronous power saving protocols in IEEE 802.11-based MANETs for saving more energy and accommodating more hosts. Between the two types of the PS protocols, the synchronous PS protocol has lower active ratio but is not suitable for multi-hop MANETs, while the asynchronous protocol is a contrary. So we try to combine the advantages of both PS protocols. We propose to divide all the hosts into clusters, in each of which one host is selected as the head with others being the members. The synchronous PS protocol is operated within an individual cluster and the QAPS protocol is operated among cluster heads. We demand the clustering mechanism not to rely on location information so that it can be applied to MANETs of hosts without positioning systems. We also demand it to operate only on the basis of neighborhood information in order that it can adapt to network topology changes as quickly as possible.

Each host can switch between two non-interfering communication channels: A and B, and can switch between two different communication ranges: $R_A$ and $R_B$. The cluster head uses channel A with transmission range $R_A$ to communicate with other cluster heads, and uses channel B with transmission range $R_B$ to communicate with its cluster members. A host will go through a lot of states as depicted in Fig. 3. We will elaborate the details of the state transition throughout this section.

When a host enters the network initially

1. **Listening State**
   - Do not receive any beacon in channel B over ($q+1$ beacon intervals + a random backoff time)
   - Receive a beacon in channel B during the period of ($q+1$ beacon intervals + a random backoff time)

For a host $h$ to be the neighboring cluster head, if $h$ does not receive any beacon from $x$ over $q+1$ beacon intervals, it assumes $h$ is gone or itself out of the transmission range $R_B$ of $x$. The cluster member then enters the listening state again for the purpose of joining another cluster or becoming a new cluster head. Accordingly, all the hosts will be divided into clusters; some of them are cluster heads and others are cluster members.

Recall that a host monitors beacons sent in channel B with transmission range $R_B$ for deciding whether to join a cluster. Also recall that a cluster head uses channel A with transmission range $R_A$ to communicate with other heads. We can see that the choices of $R_A$ and $R_B$ affect the connectivity of the number of clusters and the number of clusters.

**B. Clustering Mechanism**

Similar to the IEEE 802.11 PS protocol, the time axis is divided into equal-length beacon intervals. Cluster heads send beacons in channel B with transmission range $R_B$ in some specific beacon intervals. When a host powers on, it enters the listening state and keeps monitoring beacons in channel B for ($q+1$ beacon intervals + a random backoff time), where $q$ is the number of quorum intervals in a round and the backoff time takes 0 to 15 time slots (each slot time occupies 20 micro seconds). The reason why a host must keep monitoring beacons over $q+1$ beacon intervals will be explained later. If the host hears a beacon from a host $h$, it enters the cluster member state, joins $h$’s cluster as a cluster member, and synchronizes its clock with $h$. Otherwise it sets itself a new cluster head; it enters the cluster head state and starts to send beacons. Note that the random backoff time is used to reduce the possibility that neighboring hosts claim themselves to be heads simultaneously. This is for the purpose of keeping the number of cluster heads as small as possible.

A host as $h$’s member will keep monitoring $h$’s beacons every beacon interval to judge whether $h$ still exists or not ($h$ may move away or power off). If the cluster member does not receive any beacon from $h$ over $q+1$ beacon intervals, it assumes $h$ is gone or itself out of the transmission range $R_B$ of $h$. The cluster member then enters the listening state again for the purpose of joining another cluster or becoming a new cluster head. Accordingly, all the hosts will be divided into clusters; some of them are cluster heads and others are cluster members.

Recall that a host monitors beacons sent in channel B with transmission range $R_B$ for deciding whether to join a cluster. Also recall that a cluster head uses channel A with transmission range $R_A$ to communicate with other heads. We can see that the choices of $R_A$ and $R_B$ affect the connectivity of the number of clusters and the number of clusters.

**Fig. 3.** The state transition diagram for hosts.

**Fig. 4.** The relationship between two cluster heads $x$ and $y$.  

Below, we discuss the relationship between $R_A$, $R_B$ and the connectivity. In Fig. 4 (a) and (b), we show two extreme cases of the relation between a cluster head $x$ and its neighboring cluster head $y$ under the assumption that the host density goes to infinity. The minimum distance between $x$ and $y$ is $R_B$ (refer to Fig. 4 (a)) because no host within the transmission range $R_B$ of $x$ can be a cluster head according to the proposed clustering mechanism. And the maximal distance is $2R_B$ (refer to Fig. 4 (b)). This is because any hosts outside the transmission range $R_B$ of $x$ can be a cluster head and $y$ at distance of $2R_B$ from $x$ is the farthest host to be the neighboring cluster head. If $y$ goes farther, there will be another cluster head $z$ between $x$ and $y$ (refer to
Fig. 4 (c) and \( y \) is not the neighboring cluster head of \( x \). If we restrict \( R_B \leq \frac{1}{2} R_d \) (i.e. \( R_d \geq 2R_B \)), then it is guaranteed that a cluster head can always communicate with its neighboring cluster heads.

It is easy to check that the smaller \( R_B \) is, the more cluster heads are. Therefore we can set \( R_B = \frac{1}{2} R_d \) to maintain network connectivity while keeping cluster heads as few as possible. However, when the host density is not infinite, connectivity may be violated (i.e. a cluster head may not communicate with any other cluster heads). One solution to the problem is to decrease \( R_B \) to reduce the probability of violating connectivity. But this will lead to more cluster heads, which in turn will cause more energy consumption. Since the proposed protocol is designed for high host-density networks, we may well still set \( R_B = \frac{1}{2} R_d \) to trade the risk of violating connectivity for energy saving. Fortunately, as we simulate the proposed protocol for networks of 1000m \( \times \) 1000m area with 100, 200, \( \ldots \), 500 hosts, the network are connected almost all the time.

C. Cluster Head Dismissal Mechanism

Since the hosts move at random, cluster heads may gather together from time to time. When two or more cluster heads get too close, we can dismiss some of them from the duty of being heads. Each cluster head is assigned a totally ordered priority, which is a triplet of (the duration of being the cluster head, the negative of the residual energy, the node ID). The triplet is embedded in the beacon. It defines a lexical graphical order for hosts to be heads. When a cluster head hears beacons from another head, it would estimate the distance between itself and the head by the received signal strength. If the distance is smaller than a threshold, it will check its priority and determine whether to continue serving as a cluster head. According to the priority, a host \( x \) has more chance to be dismissed from being a head than a host \( y \) if \( x \) has been a cluster head longer than \( y \), or if \( x \) has less residual energy than \( y \) (in case \( x \) and \( y \) have been heads for the same period of time), or if \( x \) has larger ID than \( y \) (in case \( x \) and \( y \) have been heads for the same period of time and they have the same residual energy). The distance threshold is adjustable; a larger threshold results in a smaller number of cluster heads but makes higher the variation of cluster heads, which is baneful to routing. We assume that the threshold is 1/10 of the normal transmission range \( R_d \) in the following context.

D. Structures of Beacon Intervals

The structures of beacon intervals for the cluster head and the cluster member are different (refer to Fig. 5). The cluster head runs the QAPS protocol proposed in [7], and its beacon intervals are classified into the following two types:

1) Quorum interval: In the quorum interval, the cluster head uses channel A with transmission range \( R_A \) to communicate with other cluster heads. The quorum interval starts with a beacon window followed by a MTIM window. After the MTIM window, the cluster head remains active (in monitor mode) in channel A for the remaining of the beacon interval.

2) Non-quorum interval: Non-quorum interval starts with a beacon window followed by a MTIM window in channel A. Then, a beacon window (denoted by \( B' \)) and a MTIM window (denoted by \( M' \)) in channel B follow. After those windows, the cluster head may go to the PS mode if it has no packets to send or to receive. It is noted that during the beacon window and the MTIM window in channel B, the cluster head adjusts its transmission range to be \( R_B \). The data exchange occurs after the second MTIM window. If the data exchange is between (or among) cluster heads, then channel A and transmission range \( R_A \) will be used. On the other hand, if the data exchange is for the cluster head and its members, channel B and transmission range \( R_B \) will be used.

E. Synchronous Power-Saving within a Cluster

By the proposed protocol, each cluster member is a one-hop neighbor of the associated cluster head. So, we can run the synchronous PS protocol within an individual cluster. The protocol restricts that cluster members can only communicate with their associated cluster head in channel B with transmission range \( R_B \). After joining a cluster, a cluster member copies the clock information of the cluster head. Therefore, the cluster member is synchronous with the cluster head.

As we have mentioned, the cluster head sends a beacon during the beacon window (\( B' \)) in channel B with transmission range \( R_B \) in the non-quorum interval. Since the...
cluster member is synchronous with the cluster head. It can thus wake up at proper time and uses channel B to monitor the beacons sent from the cluster head. The cluster member maintains a counter recording the number of times of not hearing a beacon in the beacon window. The counter is reset to zero when the cluster member hears a beacon. Once the counter is greater than a threshold $q+1$ ($q$ is the number of quorum intervals in a round), the cluster member assumes that the head is absent. It then enters the listening state for the purpose of joining a new cluster or becoming a new cluster head.

The reason why we choose the threshold $q+1$ is explained below. A cluster head only sends a beacon in channel $B$ during the second beacon window ($B'$) in non-quorum intervals. Thus, in the worst case, there can be up to $q$ quorum intervals preceding a non-quorum interval, which causes a cluster head unable to send beacons in channel $B$ over consecutive $q$ beacon intervals. So, not hearing a beacon sent in channel $B$ over consecutive $q+1$ beacon intervals suffices for detecting the absence of the cluster head. This also accounts for the reason why the protocol demands a host to keep monitoring beacons in channel $B$ over $(q+1$ beacon intervals + a random backoff time) when it enters the system initially and when it is in the listening state.

**F. Asynchronous Power-Saving among Clusters**

By the proposed protocol, each cluster head operates the QAPS protocol to communicate with other cluster heads. Each cluster head will send a beacon in channel $A$ with transmission range $R_A$ in the quorum interval. After this, it can send a MTIM message to its intended receiver in the MTIM window. A data exchange in channel $A$ with transmission range $R_A$ will then proceed after the MTIM window. A cluster head will keep in monitor mode in channel $A$ for the remaining of the quorum interval if having no data to send or to receive. In the non-quorum interval, the cluster head monitors beacons in the first beacon window, and sends/receives MTIM messages in the first MTIM window in channel $A$ with transmission range $R_A$. Since the cluster head obeys the QAPS protocol [7], it can discover any newly coming neighboring hosts within a range and can thus communicate with all neighboring hosts properly.

**G. Virtual Backbone and Routing**

We can treat the set of cluster heads as a virtual backbone through which the data are routed. Below, we adapt the well-know AODV (Ad hoc On-Demand Distance Vector) protocol [11] as the routing protocol to illustrate how the virtual backbone helps route data. AODV uses several types of messages, such as the route-request and the route-reply messages, for a source host to find a path to the destination host. The source host can be a cluster head or a cluster member. For the case that the source host is a cluster member, the source host at first contends to send an MTIM message to its cluster head in the MTIM window in channel $A$ with transmission range $R_A$ in non-quorum interval. If the cluster head successfully receives the MTIM message, it will respond with an ACK message. Afterwards, the source host can send the route-request message to the cluster head. After receiving the route request message, the cluster head will broadcast the message to its local cluster members in channel $B$ with transmission range $R_B$ in the next non-quorum interval. If the destination host is in the local cluster, it will send a route-reply message to the cluster head immediately. Otherwise, if no immediate route-reply message is received, the cluster head will rebroadcast the route-request message to the neighboring cluster heads in channel $A$ with transmission range $R_A$ in the coming quorum intervals. When a cluster head receives the route-request message, it will locally broadcast the message to its cluster members and rebroadcast the message to all neighboring cluster heads in case that no route-reply from the members is received. For the case that the source host is a cluster head, the source host follows the same procedure as just mentioned except that it at first broadcasts the route-request message to its own cluster members in channel $B$ with transmission range $R_B$ in the non-quorum interval, and then rebroadcasts the message to all its neighboring cluster heads in channel $A$ with transmission range $R_A$ if no route-reply message is received. It is noted that only cluster heads rebroadcast the route-request message. This reduces the number of rebroadcasts dramatically, saves much energy, and avoids many collisions.

The route-request message rebroadcast will continue until the message reaches the destination host or a maximum hop count is encountered. When the message reaches the destination host, a route reply message will be issued, and tracked back to the source host according to the reverse path of receiving the route-request message. Afterwards, data can be sent out according to the path indicated by the route-reply message. To accelerate the data transmission, a host is restricted to remain active for receiving/relaying data when it issues, forwards or receives the route-reply message. All the hosts (either heads or members) participating the data transmission now switch to the RTC/CTS mechanism. We demand a cluster member to also operate with transmission range $R_A$ so that the RTC/CTS mechanism can work properly. This is the exception demanded by the routing protocol for the cluster member to operate in channel $A$ with transmission range $R_A$. Certainly, this can accelerate data transmission.

![Fig. 6. The ratio of cluster heads for different speeds and host densities. (number of hosts = 100 – 1000, mobility = 0 – 10m/sec)](image-url)
IV. SIMULATION RESULTS

In this section, we compare the proposed hybrid PS (HPS) protocol with the quorum-based asynchronous PS (QAPS) protocol [7] through a simulator written in C. The HPS protocol combines the synchronous PS protocol [9] and the QAPS protocol using torus(4×8) quorum system [7]. And the QAPS protocol for comparison is the one using torus(4×8) quorum system [7].

An area of size 1000m × 1000m is simulated. Each host has a transmission rate of 2M bits/sec, a transmission radius of 250 meters, and initial battery energy of 100 Joules. The MAC part basically follows the IEEE 802.11 standard [9], except the power management part. Routes with random sources/destinations are generated, and the adapted AODV (ad-hoc on-demand distance vector) routing protocol is adopted.

Three parameters are tunable in our simulations:

- Mobility: Host mobility follows the random way-point model, with pause time of 20 seconds. When moving, a host’s speed can range in 0 ~ 10 meters/sec.
- Traffic load: Routes are generated by a Poisson distribution with rates between 1 ~ 5 routes/sec. For each route, 20 packets, each of size 1K bytes, are sent.
- Number of hosts: The total number of mobile hosts in the MANET is 100 ~ 1000 hosts.

Three performance metrics are measured in the simulations:

- The ratio of cluster heads.
- Survival ratio: The number of surviving hosts (with non-zero energy) over the total number of hosts.
- Throughput: The average number of MAC-layer data packets successfully received in the network per second.

A host can go to the PS mode when it does not serve as a source, a destination, or a relay host of any route. A broadcast message (such as the route-request message) may need to be sent multiple times if the sending host finds that some of its neighbors are in the PS mode [7]. This is necessary because these PS hosts may wake up at different times and we need multiple transmissions to cover all of them. However, once a route is established (via the notification of a route reply message), all hosts in the route have to tune to the active mode.

Below, we show how mobility and host density affect the performance of the proposed HPS protocol. Fig. 6 shows the ratio of the number of cluster heads over the total number of hosts for different speeds and different host densities. From this figure we know that when the speed increases, the ratio of cluster heads increases slightly. However, the ratio of cluster heads is decreasing when host density increases. The ratio of cluster heads affects the consumption of power since higher cluster head ratio indicates more power consumption. Thus, our protocol is expected to have better performance in high host density environment. Fig. 7 (a) and Fig. 7 (b) illustrate the distribution of cluster heads. We can see that cluster heads are evenly distributed over the whole area.

Three performance metrics are measured in the simulations:

- The ratio of cluster heads.
- Survival ratio: The number of surviving hosts (with non-zero energy) over the total number of hosts.
- Throughput: The average number of MAC-layer data packets successfully received in the network per second.

A host can go to the PS mode when it does not serve as a source, a destination, or a relay host of any route. A broadcast message (such as the route-request message) may need to be sent multiple times if the sending host finds that some of its neighbors are in the PS mode [7]. This is necessary because these PS hosts may wake up at different times and we need multiple transmissions to cover all of them. However, once a route is established (via the notification of a route reply message), all hosts in the route have to tune to the active mode.

Below, we show how mobility and host density affect the performance of the proposed HPS protocol. Fig. 6 shows the ratio of the number of cluster heads over the total number of hosts for different speeds and different host densities. From this figure we know that when the speed increases, the ratio of cluster heads increases slightly. However, the ratio of cluster heads is decreasing when host density increases. The ratio of cluster heads affects the consumption of power since higher cluster head ratio indicates more power consumption. Thus, our protocol is expected to have better performance in high host density environment. Fig. 7 (a) and Fig. 7 (b) illustrate the distribution of cluster heads. We can see that cluster heads are evenly distributed over the whole area.

Fig. 8 shows the host survival ratios of the proposed protocol for different numbers of hosts. We have observed that a larger number of hosts usually leads to a higher survival ratio. And Fig. 9 shows the survival ratios for different host mobilities. We have observed that a lower degree of mobility usually leads to a higher survival ratio. As shown in Fig. 10, however, our protocol outperforms the QAPS protocol (using torus(4×8) quorum system) in terms of the survival ratio. In these two figures, the curves of the proposed protocol are stair-wise. The stair-wise shapes are
caused by the simultaneous death (running out of energy) of some cluster heads that are elected as the heads almost at the same time. In the proposed protocol, cluster heads have much more loads than cluster members, and thus run out of energy soon. When the MANET bootstraps, some of the hosts are elected as cluster heads almost at the same time. And afterwards, the simultaneous death of cluster heads proceeds repeatedly. And this is the cause of the stair-wise survival ratio curves.

Fig. 9. Survival ratios of the proposed protocol for different host mobility. (number of hosts =500, mobility = 0 – 10m/sec)

Fig. 10. Survival ratios of the proposed protocol (HPS) and quorum-based asynchronous PS (QAPS) protocol (using the Torus(4x8) quorum system [7]). (100 – 200 hosts, mobility = 10m/sec)

Fig. 11. Throughput and throughput×lifetime of the proposed protocol for different speeds and host densities. (number of hosts = 100 – 500, mobility = 0 – 10m/sec)

Fig. 12. The comparison of the proposed protocol (HPS), the quorum-based asynchronous PS (QAPS) protocol (using Torus(4x8) quorum system) and the non-power-saving (AA, always active) protocol in terms of throughput and throughput×lifetime. (100 hosts, mobility = 0 – 10m/sec)

V. CONCLUSION

In this paper, we have proposed a hybrid PS protocol for an IEEE 802.11-based MANET to take advantages of both the synchronous and the asynchronous PS protocols to save more energy and to accommodate more hosts. The protocol utilizes the concept of dual-channel and dual-transmission-range clustering. It divides all the hosts into clusters. Each cluster has a cluster head and all the heads are organized as a virtual backbone to help route data. The synchronous PS protocol is operated in an individual cluster, and the quorum-based asynchronous PS protocol is operated among cluster heads. The proposed protocol also uses the cluster head dismissal mechanism to void the ever increasing of cluster heads, and is thus adaptive to topology changing. We have shown by simulation that the proposed protocol is more power-efficient and more scalable than related protocols.

The IEEE 802.11b/g standards and IEEE 802.11a standard provide 3 and 12 non-overlapped frequency channels, respectively [13]. All the standards also provide the capability of adjusting radio transmitting power. These features of the standards make the proposed protocol practical. It is noted that the proposed protocol does not demand hosts to equip two transceivers although it utilizes the dual-channel concept. Therefore, the proposed protocol is applicable to MANETs composed of hosts with single
IEEE 802.11 network interface card.
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