P2P Midterm Report

93522027 詹烜皓

Improvement of GIA

What is Gia?

　　Gia proposed a scalable gnutella-like P2P system that uses four main protocol to gain scalability: Dynamic Topology Adaptation, One-Hop Replication, Flow Control and Search Protocol. The increased capacity is not due to any single design innovation, but is the result of the synergy of the combination of all the predecessors.

Compare with other systems

　　From the paper: Making Gnutella-like P2P systems scalable, we know that Gia outperforms RWRT (random walk random topology), SUPER (KaZaA liked systems) and FLOOD (gnutella liked systems) by several orders of magnitude in terms of the query load that it can successfully sustain. Instead of flooding, Gia uses biased random walk to reduce number of message flow, making the entire Gia system more scalable than flooding ones. And in the view of centralization, Gia’s decentralized structure performs better scalability than centralized ones like KaZaA.

　　Although the simulation in the paper shows the outstanding capability of Gia, the parameters and testing environment seems to be bias to Gia. For example, Gia does not show the effect of Keep-alive message and flow control tokens, which may cause the growth of the system traffic. Also, the topology adaptation might cause problems other than the path loss mentioned in the paper. And the security level is not tested or evaluated.


However, the improvement is in ORDER level, which shows the protocol combination really works. And from Table.2 of the paper, we know that Gia will have a CP drop when facing multiple request, which is not seen in SUPER type systems. So it comes to my mind that we can make good use of Gia and SUPER type systems. Thus, SuperGia might work.

Design rationale
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　　In SUPER type network, there are supernodes, which have higher capacity than some other nodes. Supernodes can be the ones that have higher bandwidth, better CPU speed or disk latency. Every non-supernodes connects only to a supernode, which performs search for it. Unlike the original SUPER systems, SuperGia should adopt biased random walk from supernode to supernode, instead of using flooding protocol. And there is no topology adaptation. Topology adaptation increases the load of the network and may cause the search failure. Also, one-hop replication method in Gia is considered unsuitable for SuperGia. Supernodes should have all its capability to handles queries. One-hop replication may heavily weaken supernode when there is large amount of data.
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SuperGia still uses flow control to make sure that the neighbor supernodes have the capacity to handle queries. And biased random walk should perform well between supernodes and have much less traffic than flooding ones with satisfactory scalability.

Conditions 

What if a supernode disconnect?

　　Each node connected to the supernode has to rejoin a supernode just like it is a new node in SuperGia network. The query message associated with this supernode will be drop and the original sender redo the query because of there are still Keep-Alive messages.

Will it be stable and make good use of every possible capacity?

　　The situation is not easy to predict the overall performance without any simulation, but we can still consider it in several ways.

　　Firstly, the number of query messages will remain acceptable because of the search protocol: Biased random walk. It will show good performance even in the face of increasing system size.

　　Secondly, the supernodes’ capacities are measured. It’s not a blind search and there will be much fewer query queues in one supernode.

　　Moreover, the topology will not to be rearranged. So it won’t work so optimized like Gia protocol. And from this static essence, we may conclude that SuperGia has to propose a Capacity Threshold to determine a new node is a supernode or not.
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Table 1: Gnutella-like node c:
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　　From Table.1 we may choose 1000x and 10000x for supernodes.

Supernodes should remember the neighbor supernodes’ capacity

　　In order to perform biased random walk, we supernodes know all the neighbor supernodes’ capacity. It can prevent the overload of supernodes and provide a better search path for a query.

Less possible to find correct answer than pure Gia protocol

　　Because of the essence of non-optimized topology, the biased random walk path may not be the best one. The situation causes the answers not found or more hop count. But SuperGia may take advantages of the large information storage in supernodes to leverage the situation. We need more evaluation or simulation about this.

Conclusion

　　The most exciting thing should be the scalability of SUPER type systems due to some parts of the Gia protocol (If it really works). The implementation will not be difficult because every protocol or method used in SuperGia is known. It should be stable, failure controllable, scalable and more suitable for searching multiple responses. Nevertheless, the predictable non-optimized topology reduces the overall performance and leaves spaces to work on.

